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Abstract

People who hold scientific explanations for natural phenomena also hold folk explanations, and

the two types of explanations compete under some circumstances. Here, we explore the question of

why folk explanations persist in the face of a well-understood scientific alternative, a phenomenon

known as explanatory coexistence. We consider two accounts: an associative account, where coexis-

tence is driven by low-level associations between co-occurring ideas in experience or discourse, and

a theory-based account, where coexistence reflects high-level competition between distinct sets of

causal expectations. We present data that assess the relative contributions of these two accounts to

the cognitive conflict elicited by counterintuitive scientific ideas. Participants (134 college under-

graduates) verified scientific statements like “air has weight” and “bacteria have DNA” as quickly as

possible, and we examined the speed and accuracy of their verifications in relation to measures of

associative information (lexical co-occurrence of the statements’ subjects and predicates) and theory-

based expectations (ratings of whether the statements’ subjects possess theory-relevant attributes).

Both measures explained a significant amount of variance in participants’ responses, but the theory-

based measures explained three to five times more. These data suggest that the cognitive conflict eli-

cited by counterintuitive scientific ideas typically arises from competing theories and that such ideas

might be made more intuitive by strengthening scientific theories or weakening folk theories.
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1. Introduction

Natural phenomena can be explained in many ways, by appeal to folk beliefs, religious

beliefs, or scientific beliefs. Sunrises can be explained as the sun orbiting the earth, a

god pulling the sun across the sky, or the earth rotating on its axis. Illness can be

explained as a consequence of getting cold, as divine punishment for wrongdoing, or as a

viral infection. Biological adaptation can be explained as the inheritance of acquired

traits, the design of a divine creator, or the outcome of natural selection. Death can be

explained as the loss of vital energy, the departure of the soul, or the failure of internal

organs.

There are individual differences in the kinds of explanations people favor, but recent

research in cognitive development, cognitive neuroscience, and science education sug-

gests that people frequently consider multiple kinds of explanations for the same out-

come, event, or process (Busch, Watson-Jones, & Legare, 2017; Legare & Shtulman,

2018; Potvin, Sauriol, & Riopel, 2015; Shtulman & Lombrozo, 2016; Watson-Jones,

Busch, & Legare, 2015). This tendency to represent multiple explanations of the same

phenomenon is known as explanatory coexistence (Evans et al., 2010; Legare & Gelman,

2008; Legare & Visala, 2011). A religious individual might favor a creationist explana-

tion for the origin of species but also understand an evolutionary explanation, and a secu-

lar individual might favor an evolutionary explanation but also understand a creationist

one (J€arnefelt, Canfield, & Kelemen, 2015; Legare, Evans, Rosengren, & Harris, 2012;

Tracy, Hart, & Martens, 2011). Alternative explanations are not merely known to the

explainer; they shape the inferences we draw and the information we accept as true. Few

people, for instance, reason about the origin of species in purely evolutionary terms or

purely creationist terms. Rather, most evoke both types of explanations (Shtulman, Neal,

& Lindquist, 2016; Weisberg, Landrum, Metz, & Weisberg, 2018) and accept both types

of claims (Evans et al., 2010).

In this paper, we seek to explain the phenomenon of competing explanations, focusing

on competition between scientific explanations and folk explanations. Previous research

indicates that the two types of explanations not only coexist in people’s minds but

actively compete to provide interpretations of the same information or outcome. That is,

people not only switch between explanations depending on the context (Harris &

Gim�enez, 2005; Lane, Zhu, Evans, & Wellman, 2016; Legare & Gelman, 2008; Watson-

Jones, Busch, Harris, & Legare, 2017) but also experience conflict over which explana-

tion for an outcome, event, or process is correct. This conflict manifests itself as differ-

ences in how quickly and how accurately people verify scientific ideas that are consistent

with folk explanations relative to those that are inconsistent with them (Goldberg &

Thompson-Schill, 2009; Kelemen & Rosset, 2009; Potvin & Cyr, 2017; Shtulman & Val-

carcel, 2012). For instance, people are slower and less accurate when verifying “oaks are

alive” than when verifying “owls are alive” because the former is consistent with both

scientific and folk explanations of biological observations but the latter is consistent with

scientific explanations but not folk explanations.
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Here, we explore two factors that may be responsible for such difficulty: low-level

associations and high-level theories. Cognitive conflict may arise because the words used

to express counterintuitive scientific ideas are less associated with one another than the

words used to express more intuitive ideas (e.g., the word “alive” is less associated with

plants than animals), but it might also arise because counterintuitive scientific ideas

evoke alternative theories of the domain whereas more intuitive ideas do not (e.g., intu-

itive theories of life treat animals as alive but not plants). Associations are a pervasive

consequence of how we experience and talk about the world, but so are intuitive theo-

ries, which we form early in development as a way of organizing and interpreting our

perceptions of natural phenomena (Shtulman, 2017). Here, we attempt to tease apart the

influence of low-level associations and high-level theories by measuring the speed and

accuracy with which people verify a wide range of scientific statements, from highly

intuitive statements to highly counterintuitive ones, and comparing those data to mea-

sures of (a) how strongly the statements’ subjects and predicates are associated in every-

day language and (b) how strongly the statements accord with an alternative,

nonscientific theory of the domain. To preview our results, we find that cognitive conflict

correlates with both measures but is more strongly correlated with the latter, theory-

based measure.

1.1. Explanatory coexistence

The psychological coexistence of qualitatively distinct explanations has been docu-

mented in several domains, including illness (Legare & Gelman, 2008; Nguyen & Rosen-

gren, 2004), death (Harris & Gim�enez, 2005), consciousness (Preston, Ritter, & Hepler,

2013), and cosmology (Preston & Epley, 2009). It has also been documented in people of

various ages, from children (Vosniadou et al., 2018) to adolescents (Babai, Sekal, &

Stavy, 2010) to elderly adults (Barlev, Mermelstein, & German, 2018), and people from

diverse populations, from South Africa (Legare & Gelman, 2008) to South Asia (Raman

& Gelman, 2004) to the Pacific Islands (Busch, Watson-Jones, & Legare, 2017; Watson-

Jones et al., 2017; Watson-Jones, Busch, & Legare, 2015). Explanatory coexistence

appears to be an inherent feature of how humans represent and reason about the natural

world.

Sometimes people manage to reconcile the conflict between seemingly incompatible

explanations, by treating one explanation as a proximate cause and the other as a distal

cause (e.g., treating evolution as the proximate cause of biological adaptation and God as

the distal cause) or by relegating each explanation to different aspects of the target phe-

nomena (e.g., relegating evolution to the origin of “lower organisms” and relegating God

to the origin of humans; Gelman & Legare, 2011). But this type of metacognitive activity

may not be common across people or domains, as it requires reflection on one’s explana-

tory practices and the wherewithal to reconcile discrepancies between them (Legare &

Shtulman, 2018).

Here, we focus on the coexistence of scientific and folk explanations, as opposed to

scientific and religious explanations or religious and superstitious explanations (Shtulman
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& Young, 2020), because this type of coexistence is particularly difficult to reconcile.

People reliably experience cognitive conflict when reasoning about phenomena for which

scientific explanations and folk explanations diverge. For instance, when deciding whether

something is alive, people are slower and less accurate at classifying plants as alive than

at classifying animals as alive (Babai et al., 2010; Goldberg & Thompson-Schill, 2009),

presumably because science explains life as metabolic processing but intuition explains

life as the capacity for self-directed motion (Carey, 1985; Hatano & Inagaki, 1994). Ani-

mals are alive on both explanations but plants are alive only on the scientific explanation.

Tensions between scientific and folk explanations also lead to conflict when classifying

things as “not alive"; people are slower and less accurate at classifying moving objects,

like rivers and clouds, as not alive than at classifying nonmoving objects, like rocks and

boulders, as not alive.

Similar results have been found in the domain of matter (Young et al., 2018). People

are slower and less accurate at classifying gases as matter than at classifying solids as

matter, presumably because science explains matter as something composed of atoms but

intuition explains matter as something that can be seen or felt (Nakhleh, Samarapunga-

van, & Saglam, 2005; Smith, 2007). Solids are material on both explanations, but gases

are material only on the scientific explanation. In this same vein, people are reluctant to

classify nonmaterial entities as “not matter” if those things can be seen or felt. Forms of

energy like rainbows, echoes, and lightning are classified as “not matter” more slowly

and less accurately than abstract concepts, like thoughts, numbers, and words.

At the neural level, the endorsement of counterintuitive scientific ideas is associated

with higher activity in areas of the brain associated with error monitoring and inhibitory

control—namely, the dorsolateral prefrontal cortex and the anterior cingulate cortex

(Foisy, Potvin, Riopel, & Masson, 2015; Mareschal, 2016; Masson, Potvin, Riopel, &

Foisy, 2014). People who are able to distinguish functional electric circuits from plausible

yet nonfunctional circuits (physics experts) show more activation in these areas than peo-

ple who are unable to distinguish the two (physics novices). Similar results have been

found for people who are able to distinguish accurate motion events from plausible yet

inaccurate events (a heavy ball falling to the ground faster than a light ball). Privileging a

scientific interpretation of the situation over a folk interpretation requires actively noticing

and inhibiting the latter.

These findings indicate that people experience cognitive conflict when reasoning about

phenomena interpretable by both scientific and folk explanations, but they leave open the

question of what these explanations are like, either in form or function. Colombo (2017),

drawing on the philosophy of science, identifies three models of explanation: a deductive-

nomological model, where explanations demonstrate how the explanandum follows from

general laws or empirical regularities; a unificationist model, where explanations unify

the explanandum with a general pattern that applies to many instances of the phe-

nomenon; and a causal-mechanical model, where explanations point to factors that

brought about the explanandum or caused it to occur.

Folk explanations are primarily concerned with causality (Gelman & Legare, 2011;

Gopnik & Wellman, 2012; Shtulman, 2017) and thus accord with the causal-mechanical
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model better than the other models. It is an open question which model best describes

everyday scientific explanations—the scientific explanations deployed outside of formal

science. We suspect the kinds of scientific considerations that a nonscientist brings to

bear on questions about the natural world have a causal-mechanical basis as well, though

it’s possible that scientific explanations are more deductive in nature. While the study

reported here does not address whether scientific and folk explanations overlap in form, it

does provide evidence that they overlap in function, consistent with other research (Gel-

man & Legare, 2011; Legare & Shtulman, 2018). When considering whether something

is alive or whether something is material, people appear to draw on both folk explana-

tions and scientific explanations; the less the two converge, the longer it takes people to

respond to the query.

1.2. Explaining explanatory coexistence: High-level theories and low-level associations

To date, studies of explanatory coexistence have focused on demonstrating that scien-

tific and folk explanations coexist in the same mind, but they have not addressed the

question of why. One possibility is that folk explanations are grounded in higher-level

representations that are themselves difficult to dislodge and displace: intuitive theories.

Intuitive theories are coherent sets of domain-specific causal expectations (Carey, 2009;

Keil, 1992; Vosniadou, 1994; Wellman & Gelman, 1992). They arise early in develop-

ment and take similar forms across cultures, helping us understand phenomena as diverse

as heat, motion, gravity, growth, inheritance, and ancestry (Shtulman, 2017). Intuitive the-

ories serve the same function as scientific theories, supporting explanation, prediction,

intervention, and counterfactual reasoning (Gopnik & Wellman, 2012; Murphy & Medin,

1985), but they are less accurate and less precise.

Strong evidence for the stability of intuitive theories comes from Alzheimer’s patients

(Lombrozo, Kelemen, & Zaitchik, 2007; Zaitchik & Solomon, 2008). Like other adults,

Alzheimer’s patients are less accurate at verifying counterintuitive scientific ideas relative

to intuitive ones, but their errors are more pronounced and more pervasive. When quizzed

about biological phenomena, Alzheimer’s patients define life in terms of motion rather

than metabolic activity. They cite animals as examples of living things but rarely cite

plants. And they judge nonliving things that move on their own—wind, rain, fire, sun,

clouds—as alive. This response pattern is more characteristic of a four-year-old child than

an age-matched adult without Alzheimer’s disease, implying that Alzheimer’s patients are

unable to access scientific theories of life and default to intuitive theories instead.

A different reason why folk explanations may continue to exist alongside scientific

explanations is that folk explanations are grounded in environmentally pervasive and psy-

chologically entrenched patterns of association, such as the association between “animal”

and “alive” or the association between “object” and “matter.” Histories of association

may reflect the same conceptual regularities captured by intuitive theories, but they may

also reflect lower-level regularities—regularities instantiated by mere co-occurrence. We

describe associations as “low level” because they occur between the individual compo-

nents of an explanation—the words they contain or ideas they connote—whereas we
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describe theories as “high level” because they constitute a broad system of causal rela-

tions from which particular explanations are derived. Consider the association between

cows and milk. This association is so strong that most people judge “cows drink milk” as

true, even though cows actually drink water (Young, Powers, Pilgrim, & Shtulman,

2018). This judgment does not arise from an intuitive theory of cows or an intuitive the-

ory of milk but rather a history of association between cows and milk, established

through experience and discourse.

Histories of association may underlie, at least in part, the statement-verification effects

noted above. People may be slow to verify “the earth revolves around the sun,” relative

to “the moon revolves around the earth,” because the earth is associated with stability

and the sun and moon are associated with motion. The very terms “sunrise” and “sunset”

imply that the sun is moving, not the earth. Likewise, people may be slow to verify

“mushrooms are alive” relative to “tigers are alive” because the words “tiger” and “alive”

are more strongly associated than the words “mushroom” and “alive.” The difference in

response times would reflect differences in the efficiency of linguistic processing—differ-

ences that may operate independently of the conflict between scientific and intuitive theo-

ries of the relevant phenomenon (in this case, life).

High-level theories and low-level associations provide competing explanations of the

cognitive conflict elicited by counterintuitive scientific ideas, as indexed by lower accu-

racy and longer response times when verifying such ideas. The theory-based account

assumes that this conflict arises from an inferential process, where two or more abstract

representations (such as geocentrism and heliocentrism) are triggered by a common idea

(such as the claim that the earth revolves around the sun) and then compete to provide an

interpretation or judgment. The theory-based account assumes this competition originates

from learning a new theory, and its resolution would be to strengthen the new theory or

weaken the old one. The associative account, on the other hand, assumes that cognitive

conflict arises from distinct histories of association, with some histories reinforcing a sci-

entific interpretation of the target phenomenon and others reinforcing a folk interpretation.

Knowledge of nonscientific associations (such as that between “sun” and “motion”)

would pull a person toward favoring a folk interpretation, whereas knowledge of scientific

associations (such as that between “earth” and “motion”) would pull in the opposite

direction.

The theory-based account and the associative account are not mutually exclusive. A

person could hold distinct theories of the same phenomenon and also be exposed to dis-

tinct patterns of association, and the two influences could be mutually reinforcing. The

persistence of intuition-laden terms like “sunrise” and “sunset” may reflect the persistence

of an intuitive theory that licenses those terms (geocentrism). Intuitive theories that

assume the sun moves around the earth may support, and be supported by, discourse

about the sun moving, even if we tacitly recognize that such discourse is metaphoric.

That said, it is unclear whether the signature of explanatory coexistence explored here—
the decreased accuracy and increased response time associated with evaluating counterin-

tuitive scientific ideas—is better explained by contradictory theories or contradictory

associations. Are people worse at verifying counterintuitive scientific statements relative
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to intuitive ones because they are grappling with the statements’ meaning? Or because

the statements’ words are just less associated with one another in everyday discourse? It

is an empirical question which kind of information is more responsible for the effect,

even if both are available.

The question of whether reasoning is better explained by associative knowledge or

structured knowledge has a long history in cognitive psychology (Evans, 2008; Rogers &

McClelland, 2004; Sloman, 1996; Sloutsky & Fisher, 2008). The answer is rarely one or

the other but a combination of the two, depending on the type of reasoning and the con-

text in which it is deployed. For instance, Bright and Feeney (2014) asked people to eval-

uate arguments like “mice have disease 3dfT; therefore, squirrels have disease 3dfT”

under speeded and unspeeded conditions. They compared ratings of argument strength to

ratings of how strongly the relevant categories are associated with one another (associa-

tive knowledge) and whether the two categories come from the same taxonomic group

(taxonomic knowledge). They found that argument strength was better predicted by asso-

ciative knowledge than by taxonomic knowledge when the arguments were evaluated

under time pressure but was better predicted by taxonomic knowledge than by associative

knowledge when there was no time pressure. Similar results were found when participants

were placed under cognitive load, by performing a secondary task: Associative knowl-

edge was a better predictor of argument strength under a heavy load, and structured

knowledge was a better predictor under a light load.

We expected people’s judgments of the truth of scientific statements to vary both by

how strongly the statements’ subjects and predicates are associated in everyday discourse

(associative knowledge) and by how strongly the statements conform to intuitive theories

of the relevant domain (structured knowledge), but it was an open question whether one

form of knowledge would be more predictive than the other and by how much.

1.3. Comparing the influence of theories and associations

If both theories and associations contribute to conflict between explanations, which

contributes more? We address that question in a parametric fashion, by asking adults with

multiple years of college-level science education to verify a wide range of scientific state-

ments and then comparing the speed and accuracy of their verifications to properties of

the statements that correspond to the associative account and properties that correspond

to the theory-based account. Our task, adapted from Shtulman and Valcarcel (2012), was

to verify scientific statements as quickly as possible. Some statements were consistent

with intuition, like “frogs reproduce” and “bricks have weight,” whereas others were

inconsistent with intuition, like “algae reproduce” and “snowflakes have weight.” The

intuition-consistent statements reflect situations in which scientific explanations and folk

explanations coexist without competition, because both lead to the same judgment,

whereas the intuition-inconsistent statements reflect situations in which the two compete,

because they lead to different judgments. Science dictates that algae reproduces (because

all living things reproduce) and snowflakes have weight (because all matter has weight),

but intuition dictates that they do not.
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Consistency with intuition was crossed with whether the statement was true from a

scientific point of view, such that some statements were intuitively true (“logs are com-

posed of matter”), some were intuitively false (“numbers are composed of matter”),

some were counterintuitively true (“fog is composed of matter”), and some were coun-

terintuitively false (“heat is composed of matter”). Participants judged each statement

as true or false, and we refer to those judgments collectively as “verifications.” We pre-

dicted that intuitive statements would be verified correctly more often than counterintu-

itive statements and that correct verifications for intuitive statements would also require

less time.

Half of our statements pertained to life, and half pertained to matter. We chose these

domains because they are foundational to scientific reasoning in general. Properties of life

are foundational to higher-level concepts in cellular biology, evolutionary biology, and

immunology, and properties of matter are foundational to higher-level concepts in physi-

cal chemistry, organic chemistry, and thermodynamics. Our participants had likely

acquired a basic scientific understanding of these domains many years earlier, during ele-

mentary school in the case of life (Carey, 1985; Hatano & Inagaki, 1994; Stavy & Wax,

1989) and middle school in the case of matter (Nakhleh, Samarapungavan, & Saglam,

2005; Smith, 2007).

The statements were constructed by pairing a handful of scientific properties with

dozens of different items, and the variance in participants’ responses across statements

was compared to two statement-specific measures: how often the statements’ subjects

co-occur with their predicates in a large corpus of English-language documents (our

measure of lexical association) and ratings of how well the statements’ subjects embody

core properties of a domain-relevant intuitive theory (our measure of theory-based

expectations).

These measures tap distinct kinds of information that may drive the cognitive conflict

elicited by counterintuitive scientific ideas. Our first measure taps co-occurrence informa-

tion, or how often the subjects of our statements are discussed in conjunction with

science-relevant predicates. We expected that greater co-occurrence would be associated

with a stronger pull to judge the statement as true, which would facilitate correct verifica-

tions for true statements but impede correct verifications for false statements. If “matter”

co-occurs with “log” more often than “fog,” then “matter” and “log” should be more clo-

sely associated in participants’ minds, and “logs are composed of matter” should be veri-

fied more quickly and more accurately than “fog is composed of matter.” On the other

hand, if “matter” co-occurs with “heat” more often than “number,” then “heat” and “mat-

ter” should be more closely associated in participants’ minds, and “heat is composed of

matter” should be judged false less quickly and less accurately than “numbers are com-

posed of matter.”

Our second measure taps conceptual information, or how participants routinely concep-

tualize the subjects of our statements. For biological statements, we collected ratings on

how well their subjects accord with intuitive theories of life—whether they move on their

own, whether they have goals, and whether they sense their surroundings. For physical

statements, we collected ratings on how well their subjects accord with intuitive theories
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of matter—whether they can be seen, whether they can be felt, and whether they can be

lifted. We expected that higher ratings would be associated with a stronger pull to judge

the statement as true, which, once again, would facilitate correct verifications for true

statements but impede correct verifications for false statements. If logs are rated as more

tangible than fog, then logs should be more readily conceptualized as matter and “logs

are composed of matter” should be verified more quickly and more accurately than “fog

is composed of matter.” On the other hand, if heat is rated as more tangible than num-

bers, then heat should be more readily conceptualized as matter, and “heat is composed

of matter” should be judged false less quickly and less accurately than “numbers are

composed of matter.”

We expected that our measure of lexical association and our measure of theory-based

expectation would both explain a significant amount of variance in the speed and accu-

racy of participants’ statement verifications, but it was an open question whether one

measure would explain more than the other.

2. Method

2.1. Participants

The participants were 134 college undergraduates recruited from the campus of Occi-

dental College. They were compensated either monetarily or with extra credit in a psy-

chology course. Their average age was 20.3 years, and they were predominately female

(76% female). Fifty-six percent were majoring in a social science; 22%, a natural science;

and 22%, the arts and humanities. Prior to the study, participants had taken an average of

4.3 college-level math and science courses.

2.2. Materials and procedure

Participants decided whether scientific statements like “bacteria have DNA” and “air

contains atoms” were true or false as quickly as possible. Their instructions were as follows:

“You will be shown 10 blocks of 40 statements, with each block pertaining to a different

scientific question. Your task is to determine whether each statement is true or false as

quickly as possible without sacrificing accuracy for speed; your judgments will be timed.

Some of the statements you are about to see may be difficult to verify, and we do not expect

you to know the correct answer for all 400. We simply urge you to try your best.”

As noted above, we limited our statements to the domains of life and matter. State-

ments were created by pairing a handful of domain-specific predicates to a large number

of subjects. For statements about life, we used the predicates “is alive,” “has cells,” “has

DNA,” “excretes waste,” “respires,” “reproduces,” “needs nutrients,” “needs water,” and

“is adapted to the environment.” For statements about matter, we used the predicates “is

composed of matter,” “occupies space,” “contains atoms,” “has weight,” “has momen-

tum,” “has a density,” “has a temperature,” “has a molecular structure,” and “can be put
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in a container.” We thus used nine predicates per domain. Each predicate was paired with

80 items. Twenty of the items were classified as part of the domain by both science and

intuition; 20 were classified as part of the domain by science but not intuition; 20 were

classified as part of the domain by intuition but not science; and 20 were classified as part

of the domain by neither science nor intuition. Sample items are presented in Table 1.

With respect to criteria for life, science classifies entities that engage in metabolic activ-

ity as alive, but intuition classifies entities that move on their own as alive. Science and

intuition thus agree that animals are alive and that inanimate objects are not, albeit for dif-

ferent reasons, but disagree about the status of living but nonmoving objects (e.g., flowers,

trees) and moving but nonliving objects (e.g., wind, fire). With respect to matter, science

classifies entities composed of atoms as material, but intuition classifies entities that can be

seen or felt as material. Science and intuition agree that solids are material and abstractions

are immaterial but disagree about the status of material entities that cannot be perceived

(e.g., gases, vapors) and immaterial entities that can be perceived (e.g., light, sound).

Nine predicates paired with 80 items yielded 720 statements per domain. To make the

task manageable, we asked participants to verify only 200 statements per domain: five

predicates paired with 40 items (10 of each type). The pairings were counterbalanced

across participants to ensure that each unique pairing appeared as often as the others. Par-

ticipants verified statements involving the same predicate in a block, but statements

within each block were randomized, as were the blocks themselves. Participants com-

pleted a total of 10 blocks (five per domain) and thus verified a total of 400 statements.

The entire study was run using MediaLab v1.21.

Table 1

Sample biological items and physical items, grouped by whether they are classified as part of the domain by

intuition or by science

Domain

Intuition: Yes

Science: Yes

Intuition: Yes

Science: No

Intuition: No

Science: Yes

Intuition: No

Science: No

Biology Crocodiles Clocks Algae Caves

Frogs Comets Bacteria Forks

Pelicans Geysers Coral Hammers

Rabbits Rivers Grass Mittens

Sharks Robots Mold Mountains

Snails Satellites Moss Sand

Spiders The sun Mushrooms Shells

Zebras Tornadoes Seaweed Shovels

Physics Bricks Echoes Air Dreams

Coal Flames Bubbles Feelings

Concrete Heat Clouds Hours

Diamonds Lightning Dust Numbers

Dumbbells Rainbows Fog Songs

Logs Shadows Smoke Stories

Rocks Starlight Snowflakes Thoughts

Steel Thunder Spores Words
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2.3. Measures of lexical association

To assess whether the variance in participants’ responses tracked the variance in public

discourse about the stimuli, we turned to the EBSCOhost research database. This database

indexes millions of English-language documents, including journals, books, magazines,

and newspapers. This database was selected for its breadth, as well as the precision of its

search results. Searches in EBSCOhost provide the exact number of documents containing

the search terms, as opposed to Google, which provide only an estimate. We began with

Google, but our searches yielded contradictory results. For some subject–predicate pairs,

the number of Google hits for both terms exceeded the number of hits for just the sub-

ject. This problem never surfaced in EBSCOhost.

EBSCOhost covers published documents, which are written more formally than the text

available on most webpages and social media feeds. These documents may not capture the

exact statistics of everyday speech, but they are a reasonable place to start, given the wide

variety of subjects and predicates used as search terms. Searches that yielded zero

hits would have been as unhelpful as searches that yielded contradictory results, and we

encountered such searches only 2% of the time (57 out of 2,880 searches). EBSCOhost cov-

ers dozens of subjects, thousands of sources, and millions of documents, which made it large

enough and diverse enough to sample language patterns relevant to our idiosyncratic goals.

For each of the 720 statements that participants verified, we computed the proportion

of EBSCOhost records containing the statement’s subject that also contained its predicate.

That is, for each statement, we divided the number of EBSCOhost records containing

both the subject and the predicate by the number containing only the subject. We used

proportions rather than absolute frequencies to control for differences in the total number

of records on a given subject. For multi-word predicates, we used only the main content

term. The predicate “is composed of matter,” for instance, was reduced to “matter.” The

predicate “needs nutrients” was reduced to “nutrients.” Table 2 provides sample results

for the predicate “is alive.” These results are consistent with the conceptual status of the

statement’s subject. Animals co-occur with “alive” more than plants, and nonliving enti-

ties that move co-occur with “alive” more than nonliving entities that do not.

2.4. Measures of theory-based expectations

To assess the role of intuitive theories in participants’ statement verifications, we col-

lected ratings of how well the subjects of our statements embody the core attributes of a

domain-relevant theory. For biological items, we asked participants to rate whether each

item moves on its own, has goals, and senses its surroundings—three properties true of

animals but not all living things (at least not perceptively). For physical items, we asked

participants to rate whether each item can be seen, can be felt, and can be lifted—three

properties true of solid objects but not all material substances. Note that these attributes

differ substantively from the predicates used in the statement-verification task. They

probe how the items are perceived rather than whether they embody properties true of the

domain as a whole.
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Ratings were collected on a 5-point scale, from “definitely” (5) to “definitely not” (1).

Participants made these ratings following the statement-verification task and only for

items they had not seen previously—that is, items assigned to other participants via coun-

terbalancing. Ratings were averaged across the three attributes to derive a composite mea-

sure of how well the items accord with intuitive expectations in each domain. The

internal reliability of these scales was near ceiling. Chronbach’s alpha for the biological

items were 0.97 and 0.98 for each of the two counterbalancing sets. For the physical

items, they were 0.89 and 0.90.

Table 3 displays ratings for the biological items included in Table 2. The ratings track

the co-occurrence estimates: Animals were assigned higher ratings than plants, and non-

living entities that move were assigned higher ratings than nonliving entities that do not.

The question explored below is which type of data—co-occurrence estimates or attribute

ratings—explains the most variance in participants’ statement verifications.

3. Results

3.1. Main effects of statement type

Participants verified two types of statements—those where science and intuition yield the

same truth-value (intuitive statements) and those where science and intuition yield different

truth-values (counterintuitive statements)—for each of nine predicates in each of two

Table 2

Co-occurrence data for a sample of “is alive” statements: the number of EBSCOhost documents containing

the statements’ subject, the number containing the predicate (“alive”) as well, and the proportion of the latter

to the former

Statement Subject Subject + Predicate Proportion

Crocodiles are alive. 14,218 196 0.0138

Tigers are alive. 277,152 2,550 0.0092

Turtles are alive. 24,145 201 0.0083

Owls are alive. 32,046 258 0.0081

Petunias are alive. 2,516 19 0.0076

Fire is alive. 881,091 5,404 0.0061

Willows are alive. 27,633 147 0.0053

Grass is alive. 176,970 921 0.0052

Geysers are alive. 2,597 13 0.0050

Oaks are alive. 162,783 777 0.0048

Comets are alive. 29,942 134 0.0045

Glaciers are alive. 24,377 103 0.0042

Stones are alive. 487,175 1,729 0.0036

Mittens are alive. 4,050 14 0.0035

Boulders are alive. 79,979 269 0.0034

Tables are alive. 354,057 619 0.0018
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domains. Mean accuracy for statement verifications was greater than 80% for 16 of the 18

predicates, and comparisons to chance (50%) revealed that statements with all 18 predicates

were verified more accurately than not (all t(79) > 2.8, p < .01). This level of accuracy indi-

cates that participants interpreted the task as intended and seem to have taken it seriously.

While overall accuracy was high, participants still verified intuitive statements more

accurately than they verified counterintuitive ones, as shown in the top panel of Fig. 1.

For each participant, we computed their mean accuracy for each type of statement (intu-

itive vs. counterintuitive) in each domain (biology vs. physics) and submitted those scores

to a repeated-measures analyses of variance (ANOVA). This analysis confirmed that accu-

racy varied by statement type (F(1, 133) = 501.0, p < .001, partial g2 = 0.79), as

expected. Accuracy also varied by domain (F(1, 133) = 164.0, p < .001, partial

g2 = 0.55) and by the interaction of statement type and domain (F(1, 133) = 164.0,

p < .001, partial g2 = 0.55). The latter two effects indicate that statements about matter

were more difficult for participants to verify than statements about life, particularly when

those statements were counterintuitive. Participants may have been less knowledgeable

about matter, or the statements about matter may have involved less familiar terminology.

Either way, the simple effect of statement type was present in both domains (biology: t
(133) = 10.3, p < .001, d = 0.89; physics: t(133) = 23.2, p < .001, d = 2.00).

Similar results were found for response latency, shown in the bottom panel of Fig. 1.

We computed the mean latency for each type of statement (intuitive vs. counterintuitive)

in each domain (biology vs. physics) and submitted those scores to a repeated-measures

ANOVA. Only correct responses were included in this analysis, though the results do not

change if incorrect responses are included as well. The ANOVA revealed significant effects

of statement type (F(1, 133) = 309.7, p < .001, partial g2 = 0.70) and domain

Table 3

Mean attribute ratings for the biological items from Table 2, ordered by their overall mean

Item Moves On Its Own Has Goals Senses Its Surroundings Overall Mean

Owls 5.0 4.6 5.0 4.9

Crocodiles 5.0 4.6 4.9 4.8

Turtles 4.9 4.6 4.9 4.8

Tigers 4.8 4.5 4.9 4.8

Petunias 3.6 3.1 3.7 3.5

Oaks 3.5 3.4 3.3 3.4

Willows 2.7 3.0 3.5 3.1

Grass 2.7 2.5 3.3 2.8

Fire 3.4 1.6 1.7 2.2

Glaciers 2.8 1.6 1.9 2.1

Geysers 2.8 1.7 1.7 2.1

Comets 3.1 1.4 1.4 2.0

Boulders 1.6 1.5 1.4 1.5

Stones 1.4 2.0 1.0 1.5

Mittens 1.1 1.5 1.3 1.3

Tables 1.1 1.3 1.0 1.1
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(F(1, 133) = 227.8, p < .001, partial g2 = 0.63), as well as a significant interaction

between them (F(1, 133) = 58.1, p < .001, partial g2 = 0.30). The simple effect of state-

ment type was again present in both domains (biology: t(133) = 11.9, p < .001, d = 1.03;

physics: t(133) = 16.1, p < .001, d = 1.39).

The effect of statement type was large, both for accuracy (partial g2 = 0.79) and

latency (partial g2 = 0.70), and was comparable to the effect of statement type
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Fig. 1. Mean accuracy and mean response times for verifying intuitive and counterintuitive statements in the

domains of biology and physics.
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documented in previous studies using the same method. Shtulman and Valcarcel (2012)

documented effect sizes of 0.91 and 0.74 for accuracy and latency, respectively, and

Shtulman and Harrington (2016) documented effect size of 0.86 and 0.59. The present

study thus replicates the finding that counterintuitive scientific statements elicit cognitive

conflict using an entirely different set of statements.

In one final analysis, we looked at whether participants responded more accurately or

more quickly if they had received more science education. We did not ask participants to

report their major, but we did ask them whether they were majoring in a natural science,

a social science, or a humanities. Participants majoring in the natural sciences did not

perform differently from those majoring in the social sciences or the humanities, though

this classification is too broad to capture the domain-specific knowledge tapped by our

biological statements and our physical statements. Nevertheless, we did find that perfor-

mance varied by prior STEM coursework. Participants who had taken more STEM

courses verified counterintuitive statements about matter more accurately (r = .20,

p = .02) and more quickly (r = .20, p = .02), and they verified counterintuitive state-

ments about life more quickly (r = .19, p = .02) though not more accurately (r = .12,

p = .16). STEM coursework was unassociated with statement verifications for the intu-

itive statements, which all participants verified quickly and accurately. These findings

suggest that participants who knew more about science were more competent at evaluat-

ing counterintuitive scientific statements, similar to previous findings with science profes-

sors (Shtulman & Harrington, 2016).

3.2. Correlations with co-occurrence estimates and attribute ratings

The above analyses indicate that participants experienced the cognitive conflict we

anticipated they would experience when verifying counterintuitive statements. We now

turn to the question of what explains that conflict. These analyses were conducted at the

level of the predicate (“is alive,” “has cells,” “reproduces,” etc.) rather than the level of

the participant. For each statement, we calculated the mean accuracy and mean latency

across participants. We then correlated these means with their respective attribute ratings

and co-occurrence estimates across statements. Table 4 provides a snapshot of such data,

for the predicate “is alive.” Correlations were computed between (a) mean accuracy

scores and mean attribute ratings, (b) mean accuracy scores and co-occurrence estimates,

(c) mean latency scores and mean attribute ratings, and (d) mean latency scores and co-

occurrence estimates.

True statements (like “crocodiles are alive” and “grass is alive”) appear in the top half

of Table 4, and false statements (like “tables are alive” and “fire is alive”) appear in the

bottom. Note that the correlations of interest run in opposite directions for true and false

statements. Accuracy was positively correlated with attribute ratings and co-occurrence

estimates for true statements but negatively correlated with these variables for false state-

ments. Latency, on the other hand, was negatively correlated with attribute ratings and

co-occurrence estimates for true statements but positively correlated with these variables

for false statements. The correlations switch directions because the information captured
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by attribute ratings and co-occurrence estimates pulls participants toward responding

“true.” This information facilitates performance for true statements but hinders perfor-

mance for false statements. Notably, truth-value was crossed with intuitiveness, meaning

that attribute ratings and co-occurrence estimates were expected to track the intuitiveness

of each statement among statements of the same truth-value.

To pool correlations across true statements and false statements, we squared them and

treated these r-square values as our unit of analysis. The final dataset consisted of 144 r-
squares: one for true statements and one for false statements for each of nine predicates

in each of two domains across four measures of association: (a) accuracy and attribute

ratings, (b) accuracy and co-occurrence estimates, (c) latency and attribute ratings, and

(d) latency and co-occurrence estimates. R-squares correspond to the amount of variance

in one measure explained by the other—in this case, the amount of variance in accuracy

scores and latency scores explained by attribute ratings and co-occurrence estimates.

Fig. 2 displays r-square values, expressed as the percent of variance explained, aver-

aged by response type (accuracy vs. latency), predictor variable (attribute ratings vs. co-

occurrence estimates), and domain (biology vs. physics). All means were significantly

greater than zero (t(17) > 3.1, p < .01), indicating that accuracy and latency were pre-

dicted by both variables in both domains.

The amount of variance explained by attribute ratings was consistently greater than

that explained by co-occurrence estimates. We ran a repeated-measures ANOVA to assess

the effects of predictor variable and domain on response accuracy. It revealed a

Table 4

Mean response accuracy (proportion correct) and response latency (in milliseconds) for the biological state-

ments from Table 2, along with mean attribute ratings for the statements’ subjects and co-occurrence esti-

mates for the subjects and predicates. True statements are listed at the top and false statements at the bottom,

with each list ordered by accuracy

Statement Accuracy Latency Attribute Rating Co-occurrence Estimate

Crocodiles are alive. 1.00 745 4.8 0.0138

Owls are alive. 1.00 860 4.9 0.0081

Turtles are alive. 1.00 868 4.8 0.0083

Tigers are alive. 1.00 877 4.8 0.0092

Oaks are alive. 0.94 912 3.4 0.0048

Willows are alive. 0.91 958 3.1 0.0053

Petunias are alive. 0.89 1,064 3.5 0.0076

Grass is alive. 0.88 824 2.8 0.0052

Tables are alive. 1.00 903 1.1 0.0018

Stones are alive. 0.94 911 1.5 0.0036

Boulders are alive. 0.94 799 1.5 0.0034

Mittens are alive. 0.91 875 1.3 0.0035

Geysers are alive. 0.88 1,010 2.1 0.0050

Glaciers are alive. 0.88 1,131 2.1 0.0042

Comets are alive. 0.86 1,053 2.0 0.0045

Fire is alive. 0.77 1,191 2.2 0.0061
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significant effect of predictor (F(1, 34) = 43.2, p < .001, partial g2 = 0.56) but no effect

of domain (F(1, 34) = 1.1, p = .30, partial g2 = 0.03) and no interaction between predic-

tor and domain (F(1, 34) = 3.5, p = .07, partial g2 = 0.09). Similar findings were

obtained for response latency. The effect of predictor was significant (F(1, 34) = 68.4,

p < .001, partial g2 = 0.67) but not the effect of domain (F(1, 34) = 0.2, p = .66, partial

0

10

20

30

40

50

Biology Physics

%
 V

ar
ia

nc
e 

in
 L

at
en

cy
 E

xp
la

in
ed

0

10

20

30

40

50

Biology Physics

%
 V

ar
ia

nc
e 

in
 A

cc
ur

ac
y 

E
xp

la
in

ed
Ratings Co-occurrence

Fig. 2. The average amount of variance in participants’ statement verifications explained by attribute ratings

(of the statements’ subjects) and lexical co-occurrence (of the statements’ subjects and predicates) in each

domain.
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g2 = 0.01), nor the interaction between predictor and domain (F(1, 34) = 1.0, p = .32,

partial g2 = 0.03).

Across domains, the average amount of variance explained by attribute ratings was

several times larger than that explained by co-occurrence estimates. For response accu-

racy, the amount of variance explained by attribute ratings was 35%, compared to the

10% explained by co-occurrence estimates. For response latency, the amount of variance

explained by attribute ratings was 26%, compared to the 5% explained by co-occurrence

estimates. That said, variance explained by one factor likely overlapped with variance

explained by the other. To assess how much unique variance the two factors explained,

we repeated the analyses described above but used partial correlations—correlations

between accuracy and attribute ratings controlling for co-occurrence estimates, correla-

tions between accuracy and co-occurrence estimates controlling for attribute ratings, and

so forth.

The r-square values derived from partial correlations are displayed in Fig. 3 (expressed

as the percent of variance explained), averaged again by response type, predictor variable,

and domain. The partial correlations patterned the same as the full correlations. A com-

parison of the two sets of r-squares revealed no difference in the amount of variance

explained by attribute ratings (t(35) = 0.78, p = .44) and co-occurrence estimates (t
(35) = 0.90, p = .38) for response accuracy and only a slight drop in the amount of vari-

ance explained by attribute ratings (t(35) = 2.58, p = .014, mean difference = 1.6%) and

co-occurrence estimates (t(35) = 2.66, p = .012, mean difference = 1.9%) for response

latency. These findings indicate that attribute ratings and co-occurrence estimates explain

unique portions of variance, presumably because they track unique influences on partici-

pants’ behavior.

4. Discussion

When we reason about natural phenomena, we often experience cognitive conflict

between scientific and folk explanations (Kelemen et al., 2013; Shtulman & Valcarcel,

2012; Vosniadou et al., 2018). This study looked at two potential factors underlying this

conflict: theory-based expectations and lexical associations. In this study, we asked partic-

ipants to verify a wide range of scientific statements—some intuitive and some counterin-

tuitive—and found that lexical associations and theory-based expectations both accounted

for variance in participants’ speed and accuracy, but the latter accounted for three to five

times as much. That is, measures of how well an item conforms to a domain-relevant

intuitive theory explain three to five times more variance in participants’ ability to verify

statements about that item than measures of how often the item co-occurs with the state-

ments’ predicates in natural-language documents.

These data imply that lexical association may contribute to the conflict between folk

explanations and scientific explanation, but intuitive theories are the primary contributor

(at least when reasoning without time pressure or cognitive load). A statement like “dan-

delions are alive” is difficult for people to judge as true not because discourse about
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dandelions is void of biological terms but because dandelions lack the animate properties

intuitively associated with living things. Conversely, a statement like “rivers are alive” is

difficult for people to judge as false not because discourse about rivers is rife with biolog-

ical terms but because rivers, like animals, appear animate. The sustained influence of

intuitive theories on scientific reasoning makes sense in light of their origin. These theo-

ries are constructed early in development as a way of explaining everyday observations
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Fig. 3. The average amount of variance in participants’ statement verifications explained by attribute ratings

controlling for lexical co-occurrence and by lexical co-occurrence controlling for attribute ratings.
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(Carey, 2009; Shtulman, 2017; Vosniadou, 1994), and they continue to function in this

way across the lifespan, even when we acquire a scientific understanding of the same

observations (Carey & Spelke, 1996; Lewis & Linn, 1994). The utility of intuitive theo-

ries in everyday situations may be what explains their longevity in the face of scientific

alternatives (Ohlsson, 2009; Shtulman & Lombrozo, 2016).

Lexical associations also accounted for unique variance in the speed and accuracy of

participants’ statement verifications. The joint contribution of lexical associations and

intuitive theories echo the findings of Bright and Feeney (2014), which demonstrate that

structured knowledge and associative knowledge jointly predict reasoning about natural

kinds. One important difference between that study and ours is that Bright and Feeney

manipulated the context in which reasoning occurred, by imposing time constraints (in

Experiment 1) and cognitive load (in Experiment 2), whereas we allowed participants to

respond at their own speed and without any load. It is possible that the predictive power

of lexical associations and theory-based expectations might change if participants’ ability

to process our statements was curtailed. Under such circumstances, participants might rely

more heavily on lexical associations than intuitive theories, though it is an open question

whether the difference in predictive power between the two sources of information would

be eliminated or even reversed.

Context aside, our data confirm that lexical associations and theory-based expectations

are mutually compatible accounts of explanatory coexistence. They also confirm that

explanatory coexistence is not driven solely by lexical association. In our task, conceptual

properties of the items, known to participants but not articulated in the statements, had a

strong influence on participants’ responses. Conceptual knowledge provides the backdrop

for interpreting a statement’s scope and meaning, and it’s difficult to imagine how lexical

associations could exist in the absence of conceptual support for those associations. Lan-

guage patterns that defy modern science should persist only if they remain interpretable

and useful to language users. “Sunrise” and “sunset” have survived the cultural eclipse of

geocentrism because we continue to represent geocentric models of the universe, at least

implicitly (Shtulman, 2017). “Phlogiston,” “miasma,” and “telegony,” on the other hand,

do not correspond to any commonly held intuitive theories and have fallen by the way-

side, along with their previously known associations to natural phenomena.

Stepping back from the question of what best predicts the cognitive conflict between

scientific and folk explanations, it’s worth considering whether “cognitive conflict” is the

right characterization of this effect (i.e., decreased accuracy and increased response times

for counterintuitive statements). If people recognize that they hold multiple conceptions

of a domain, they may have trouble responding to a statement like “air has weight”

because they have to decide which conception is appropriate for the context, the folk con-

ception (weight as heft) or the scientific conception (weight as the product of mass and

gravity). On this interpretation, conflict lies in the nature of the task rather than the minds

of the respondents.

There are several problems with this interpretation. First, scientists show the same

response pattern—that is, decreased accuracy and increased latency when verifying counter-

intuitive scientific ideas—despite a lifetime of deploying scientific explanations (Goldberg
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& Thompson-Schill, 2009; Shtulman & Harrington, 2016). Second, people who are directly

trained to privilege science over intuition perform more accurately on our statement-verifi-

cation task but continue to show response lags for counterintuitive statements (Young et al.,

2018). Third, tensions between science and intuition have been documented using other

methods, including brain imaging (Allaire-Duquette, Belanger, Grabner, Koschutnig, &

Masson, 2019) and masked priming (Preston & Epley, 2009), and in populations with less

meta-conceptual awareness, including children (Vosniadou et al., 2018) and Alzheimer’s

patients (Zaitchik & Solomon, 2008). That said, it is an open question whether people are

generally aware of the coexistence of scientific and folk explanations, and whether this

awareness influences their ability to prioritize one over the other.

4.1. Limitations and future directions

There are several reasons to suspect that lexical associations were weak predictors of

cognitive conflict because of how those associations were measured. Our measures of

associative strength were derived from a diverse sample of documents, produced at differ-

ent times by different people, whereas our measures of theory-based expectations were

derived from the same population that produced our dependent measure (statement verifi-

cations). In addition, our measures of associative strength were nondirectional, meaning

that associations between a subject and predicate would exert the same influence if the

subject and predicate were reversed (“the sun revolves around the earth” vs. “the earth

revolves around the sun”) or otherwise modified (“the sun revolves around the earth” vs.

“the sun does not revolve around the earth”). Finally, the observed rates of co-occurrence

between our subjects and our predicates were low, averaging 2.1% across statements, and

differences within this range of values may have paled in comparison to differences in

accuracy and speed.

For these reasons, it would be useful to extend this research using other measures of

associative strength. The words “sun” and “alive” may not be tightly linked in corpus

data (they overlapped in only 0.6% of documents containing “sun”), but their referents

might be linked through other types of mental representations, such as mental images or

episodic memories. These associations could be captured by asking people to rate the glo-

bal similarity between subjects and predicates (as done by Bright & Feeney, 2014), but

precautions would need to be taken to avoid tapping theory-based expectations as well.

Ratings provided without any guidance or constraint would likely reflect a mixture of

both low-level associations and high-level expectations.

Another direction for future research would be to build upon our measure of lexical

association by using different corpuses of natural-language documents or different metrics

of association. We could, for instance, compute co-occurrence estimates using a database

that includes nonpublished documents. EBSCOhost proved useful for our purposes, but

co-occurrence statistics gathered from less formal documents may do a better job predict-

ing the dynamics of how nonscientists evaluate scientific statements. Other metrics of

association may do a better job as well. Raw co-occurrence does not always capture lexi-

cal associations evident at higher levels of linguistic processing. The association between
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“fireman” and “policeman,” for instance, may be stronger in people’s minds than in Eng-

lish-language documents because stories about firemen do not necessarily mention police-

men and vice versa, even though both occupations are prototypical of public service

professions.

An analytic technique that can capture such higher-level associations, like Latent

Semantic Analysis (Landauer & Dumais, 1997), may yield a more predictive measure

of lexical association. But this measure may be more predictive because it captures

some of the theory-based expectations not captured by raw co-occurrence (Dam &

Kaufmann, 2008; Sherin, 2013), which would run counter to the goal of differentiat-

ing associative knowledge from structured knowledge. While different measures of

lexical association may explain more of the variance in people’s statement-verification

behavior, we suspect that such measures will still lag behind theory-based measures,

particularly for statements about scientific ideas that people don’t often discuss, like

atoms, molecules, and density or nutrients, cells, and respiration. Our understanding

of these ideas may elicit competing explanations even if we do not talk about them

much.

Another way of advancing research on the conflict between scientific and folk explana-

tions would be to explore the underpinnings of this conflict in other scientific domains.

We selected life and matter for their suitability to our task, but competition between sci-

entific and folk explanations has been documented in at least 10 other domains (Shtulman

& Valcarcel, 2012), including domains where scientific explanations are learned much

later (e.g., mechanics), domains where scientific explanations compete with religious

explanations (e.g., evolution), and domains where the relevant form of reasoning is more

spatial (e.g., astronomy) or more mathematical (e.g., fractions). Such domains provide

opportunities for replicating the observed effects with different measures of lexical associ-

ation and different measures of theory-based expectations. The persistence of folk expla-

nations across ages, cultures, and domains implies that explanatory coexistence is an

inherent feature of conceptual change, and research on the factors that preserve folk

explanations promises to inform our understanding of that process.

4.2. Conclusions

Science provides explanations for a wealth of empirical phenomena—life, matter, heat,

adaptation, illness—but people construct folk explanations for those phenomena before

learning the scientific ones. Folk explanations appear to persist throughout the lifespan,

producing cognitive conflict when incompatible with a scientific alternative. Here, we

examined the dynamics of that conflict and found that it tracks two kinds of information:

the strength of association between the words used to articulate scientific ideas and the

degree to which those ideas conform to intuitive theories of the domain. Both kinds of

information play a role in the cognitive conflict, but the latter plays a more substantial

role (at least when reasoners have sufficient time and attention to access their theories).

This finding implies that folk explanations are grounded in intuitive theories and are

elicited in situations where intuitive theories are particularly useful or applicable. Intuitive
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theories of matter are triggered by things that can be seen or felt, and intuitive theories

of life are triggered by things that move on their own. If folk explanations are driven

by the utility of an intuitive theory, then one way to curb them might be to strengthen

the utility of their scientific competitor (Ohlsson, 2009; Young et al., 2018). A primary

goal of science educators is to help students understand the conceptual structure of sci-

entific theories, but science educators could also help students apply those theories to

everyday situations—situations most readily explained by intuitive theories (Chi, Slotta,

& de Leeuw, 1994; Clement, 1993; Songer & Linn, 1991). Science educators could

also help students appreciate the shortcomings of intuitive theories, but such instruction

may be futile, given that intuitive theories interfere with scientific reasoning even for

professional scientists (Goldberg & Thompson-Schill, 2009; Kelemen et al., 2013;

Shtulman & Harrington, 2016). The persistence of intuitive theories seems to be inevi-

table, but the dynamics of when and how they are deployed remains a fruitful topic for

further investigation.
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