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Abstract

Cumulative technological culture (CTC) refers to the increase in the efficiency and complexity
of tools and techniques in human populations over generations. A fascinating question is to
understand the cognitive origins of this phenomenon. Because CTC is definitely a social phe-
nomenon, most accounts have suggested a series of cognitive mechanisms oriented toward the
social dimension (e.g., teaching, imitation, theory of mind, and metacognition), thereby min-
imizing the technical dimension and the potential influence of non-social, cognitive skills.
What if we have failed to see the elephant in the room? What if social cognitive mechanisms
were only catalyzing factors and not the sufficient and necessary conditions for the emergence
of CTC? In this article, we offer an alternative, unified cognitive approach to this phenomenon
by assuming that CTC originates in non-social cognitive skills, namely technical-reasoning
skills which enable humans to develop the technical potential necessary to constantly acquire
and improve technical information. This leads us to discuss how theory of mind and meta-
cognition, in concert with technical reasoning, can help boost CTC. The cognitive approach
developed here opens up promising new avenues for reinterpreting classical issues (e.g., inno-
vation, emulation vs. imitation, social vs. asocial learning, cooperation, teaching, and overim-
itation) in a field that has so far been largely dominated by other disciplines, such as
evolutionary biology, mathematics, anthropology, archeology, economics, and philosophy.

1. Introduction

The term cumulative technological culture (CTC) is used to describe how, over time, human
populations have gradually accumulated techniques and tools that are too complex to be
invented by a single individual (Boyd & Richerson 1996; Boyd et al. 2011; Richerson &
Boyd 2005; Tomasello 1999; Tomasello et al. 1993), a phenomenon that could be restricted
to humans (Boyd & Richerson 1996; Galef 1992; Tomasello 1999; but see Boesch &
Tomasello 1998; Hunt & Gray 2003; Whiten et al. 2003). CTC has been said to be driven
by two engines (Legare & Nielsen 2015): imitation (faithful copying of a trait) and innovation
(improvement of a trait).1 To date, the emphasis has been placed mainly on the imitative com-
ponent (Boyd & Richerson 1985; Dean et al. 2012; Derex et al. 2013b; Galef 1992; Henrich &
Gil-White 2001; Lewis & Laland 2012; Schillinger et al. 2015; Tennie et al. 2009; 2012;
Tomasello 1999; Tomasello et al. 1993; 2005). The rationale is that faithful social transmission
can work as a ratchet to prevent slippage backward so that the newly invented technique can
be subsequently improved (i.e., ratchet effect; Tomasello 1999; Tomasello et al. 1993). In line
with this, the literature has suggested a series of cognitive mechanisms that are oriented toward
the social dimension of CTC (e.g., teaching, imitation, theory of mind, and metacognition).
The emphasis on the social dimension is obviously justified: Social learning2 (whatever it
may be) is a far more effective catalyst than asocial learning when it comes to passing on
the content of technical information possessed by individuals in a group. However, this
does not necessarily imply that CTC originates, first and foremost, in social cognitive skills.
A viable alternative explanation is that CTC has emerged because of a non-social cognitive
structure that allows humans to acquire and develop this content.

To illustrate this content–structure distinction, let us consider the following assumption:
“[H]umans may be smarter than other creatures, but none of us is nearly smart enough to
acquire all the information necessary to survive in any single habitat […] We owe our success
to our uniquely developed ability to learn from others” (Boyd et al. 2011, p. 10918). This
assumption emphasizes the social dimension of CTC and how the content can be acquired.
Let us propose a revised version of this assumption: None of us is nearly smart enough
to acquire all the information necessary to survive in any single habitat, but all of us are
smart enough to acquire each piece of information – as well as to produce any kind of
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innovation – necessary to survive in any single habitat. This
revised assumption allows us to escape from the social dimension
and to focus instead on the non-social, technical dimension.

This assumption has two corollaries. The first is that all
humans possess a non-social cognitive structure enabling them
to acquire and generate a great – perhaps infinite – amount of
technical information (i.e., the content). This is what we call the
technical potential. This potential is fundamental for CTC
because without it, we would not have observed an almost system-
atic, and sometimes very fast (e.g., digital technology revolution),
increase in accumulated expertise over time. An individual may
live in a very rich technical environment (i.e., one with rich con-
tent). However, if this individual does not possess the ability (i.e.,
the necessary cognitive structure) to acquire and improve this
content, this rich environment is of no interest and it is unlikely
that imitation and innovation will be observed. Our room for
technical improvement revealed by CTC is necessarily based on
our extensive individual cognitive ability to acquire and improve
techniques. The second corollary is that this technical potential
is influenced by several factors: non-social environmental oppor-
tunities (e.g., seeing lightning striking a tree), social environmen-
tal opportunities (e.g., seeing another individual making fire), and
idiosyncratic characteristics (e.g., age, personality, and motiva-
tion). Thus, even if all humans possess the cognitive skills (i.e.,
the structure) allowing them to acquire and generate a vast
amount of technical information (i.e., the content), the exploita-
tion of this technical potential depends on orthogonal factors
(i.e., each individual’s specific historical trajectory resulting from
non-social and social opportunities as well as idiosyncratic char-
acteristics, see immediately above) and this leads to interindivid-
ual variation in terms of technical expertise.

This article aims to lay the foundations for a cognitive
approach to CTC. Our working hypothesis is that CTC originates
in uniquely human cognitive skills, namely technical-reasoning
skills. Technical reasoning is the necessary cognitive structure
that enables humans to constantly acquire and develop new tech-
niques (also called mechanical knowledge). In section 2, we will
present the theoretical framework of the technical-reasoning

hypothesis based on recent advances in neuropsychology and
neuroimaging. We will defend the thesis stating that technical-
reasoning skills are the ideal underpinning for both imitation
and innovation (the so-called dual engines of CTC). Such a thesis
represents an epistemological break with the traditional approach,
which assumes that imitation and innovation are based on distinct
kinds of mechanisms (i.e., social vs. asocial/individual learning,
respectively; Boyd et al. 2011; Dean et al. 2012; Hernik &
Csibra 2009; Tennie et al. 2009; Tomasello 1999), as well as
with approaches that reject the potential role of causal under-
standing (i.e., technical reasoning) in CTC (e.g., Boyd et al.
2011; Derex et al. 2019). In sections 3 and 4, we will then discuss
the idea that technical reasoning is also necessary to represent
one’s own and other people’s technical skills, leading us to revise
the theory-of-mind and metacognition hypotheses of CTC. In
these three sections, we will point to promising new avenues for
interpreting classical issues related to CTC. To sum up, this article
offers a unified cognitive approach to CTC in a field that has so
far been largely dominated by other disciplines, such as evolution-
ary biology, mathematics, anthropology, archeology, economics,
and philosophy (Heyes 2018).

2. Technical reasoning

2.1. Theoretical framework

Humans are not unique in using and making tools. Many other
species also show tool behavior (Bentley-Condit & Smith 2010;
Shumaker et al. 2011). For instance, wild chimpanzees can use
and learn how to use stones as hammers to crack nuts in a fashion
similar to humans (Boesch et al. 2017; 2019). Wild chimpanzees
and capuchin monkeys can also use tools efficiently. They can
select and transport different tools according to the properties
of the task (e.g., heavier stone hammers to open fresh nuts vs.
lighter stone hammers for dry nuts; Luncz et al. 2016; see also
Boesch & Boesch 1984; Deblauwe et al. 2006; Schrauf et al.
2008; Sirianni et al. 2015; 2018; Spagnoletti et al. 2011;
Visalberghi et al. 2009a; 2009b; 2015). They can plan economical
motor actions when performing tool behavior (Liu et al. 2009; for
a review, see Visalberghi et al. 2015). In some cases, they can
exhibit multifunctional tool use by using the same tool for differ-
ent tasks (e.g., using sticks as probes to access small preys and also
as combs for grooming; Falótico & Ottoni 2014; see also Mannu
& Ottoni 2009). New Caledonian crows can also make different
types of hook-shaped tools to help them capture their prey
(Hunt 1996). In broad terms, a high level of cognitive sophistica-
tion can be reflected in nonhuman tool behavior.

However, human tool behavior differs from that known to
occur in nonhumans in various respects (Osiurak 2017). For
instance, unlike most tool-using species, we can use not only sim-
ple tools that amplify motor actions of the upper limbs (e.g., a
stick to extend reach and a rock to increase pounding force),
but also complex tools that transform our motor actions into
qualitatively different mechanical actions (e.g., a knife to cut
and a pencil to write; Frey 2007). We are also the only species
that exploits “natural” forces (e.g., water, wind, and fire;
Shumaker et al. 2011) and exhibits prospective diagnostic skills
(Povinelli & Frey 2016) and transfer skills (Martin-Ordas et al.
2008).3 These findings indicate that tool use and making – as
well as construction behavior – might be based on distinct cogni-
tive processes in nonhumans and humans. Even if nonhumans –
including tool-users – may exhibit signs of causal understanding
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(Taylor et al. 2009; van Horik & Emery 2016), they would not be
able to understand unobservable causal properties. By contrast,
humans can “reinterpret” the world in terms of unobservable,
hypothetical entities such as causal forces (Penn & Povinelli
2007; Penn et al. 2008b). This non-social cognitive structure
might allow us to acquire and develop a vast amount of technical
information. This is what we call technical reasoning.

The technical-reasoning hypothesis is akin to previous propos-
als stressing the uniqueness of humans in terms of causal
reasoning4 as well as the key role of this kind of reasoning in
CTC (e.g., Pinker 2010; Vaesen 2012; Wolpert 2003; see also
Penn & Povinelli 2007; Penn et al. 2008b). It nevertheless differs
from some of them in positing that technical reasoning is
domain-specific and not domain-general (for a similar viewpoint,
see Goldenberg 2013; Hegarty 2004; McCloskey 1983). The
technical-reasoning hypothesis is at odds with some of the
assumptions of the cultural niche hypothesis (e.g., Boyd et al.
2011). Although this latter hypothesis does not ignore the role
of causal reasoning in CTC (notably in its innovative component),
it posits that this kind of reasoning plays a minimal role, because
humans commonly learn technical content from social interac-
tions without understanding it. This hypothesis is based on
what we call the omniscient view of technical reasoning (see
sect. 2.3). Moreover, the corollary of this is that our technical-
reasoning skills are a product of cultural transmission and not a
species-specific difference-maker from which CTC originates.
By contrast, the technical-reasoning hypothesis proposes a
Bayesian approach to how technical content is acquired through
experience, and suggests that technical reasoning is critical for
the learning of technical content from social interactions as well
as for improving this content (see sects. 2.2 and 2.4). In this
view, technical reasoning is central to CTC.

Technical reasoning can be defined as the ability to reason
about physical object properties (Osiurak 2014; Osiurak &
Badets 2016; 2017; Osiurak et al. 2010; 2017). It involves the
left inferior parietal lobe (and particularly the area PF; Reynaud
et al. 2016) and possesses five key characteristics (see Fig. 1):

(1) It is both analogical (i.e., transfer of what is learnt from one
situation to another; e.g., using a knife to cut a tomato→using
a saw to cut a wooden board) and causal (i.e., predicting the
effects on the environment; e.g., the tomato is cut in half).
This is a specific form of reasoning directed toward the phys-
ical world, which must not be confounded with other forms
of non-verbal analogical reasoning, particularly fluid cogni-
tion. Indeed, fluid cognition is useful for the development
of logical thought, which does not need a deep understanding
of physical constraints (e.g., Raven’s progressive matrices
test). In addition, dissociations can be found between techni-
cal reasoning and fluid cognition not only at a behavioral level
(e.g., De Oliveira et al. 2019), but also at a neural level (left
inferior parietal lobe/technical reasoning vs. prefrontal cor-
tex/fluid cognition; Blair 2006).

(2) It is based on mechanical knowledge, that is, knowledge about
physical principles (intuitive theories or know-how for Pinker
2010; called content above; e.g., the cutting action requires the
relative opposition between one thing possessing the properties
Sharpness+, Hardness+, and Width− vs. another thing pos-
sessing the properties Sharpness−, Hardness−, and Width+;
see Osiurak 2014). This knowledge, which is acquired through
experience, is non-declarative. Consequently, when we reason
about a physical problem, it is difficult for many of us to

make explicit what we understand about the physical principle
at work (e.g., just think about how it is difficult to describe a cut-
ting action in physical terms; for a similar viewpoint, see
Gatewood 1985;Wynn&Coolidge 2014). In this way, mechan-
ical knowledge must not be confounded with certain types of
semantic knowledge, such as functional knowledge (e.g., van
Elk et al. 2014) or folk theories (Keller &Keller 1996). A signifi-
cant body of neuropsychological evidence has confirmed this
dissociation, indicating that the ability to use familiar or
novel tools, on the one hand, and functional knowledge, on
the other, can be impaired independently of one another
(e.g., Bartolo et al. 2007; Goldenberg & Spatt 2009; Negri
et al. 2007; Osiurak et al. 2008; 2009; Silveri & Ciccarelli 2009;
for a discussion, seeOsiurak&Badets 2016). Functional knowl-
edge is also preferentially impaired after damage to the tempo-
ral lobes, as in patients with semantic dementia, who can
nevertheless have relatively spared tool-use skills because of
the integrity of the left inferior parietal lobe (Baumard et al.
2016; Lesourd et al. 2016). In addition, mechanical knowledge
is long-term knowledge that supports technical-reasoning skills
and which, if present in sufficient quantity, allow humans to
progressively develop technical expertise. In a way, any
human is an apprentice or a potential expert-in-the-making,
“with bits of knowing accumulating inexorably” (Wynn et al.
2017, p. 47). This view is in linewithmodels of expert cognition
that stress the key role of long-term memory in expertise
(Ericsson & Delaney 1999; Ericsson & Kintsch 1995; Gobet
2016; for a discussion about the link between expert and tech-
nical cognition, seeWynn & Coolidge 2014;Wynn et al. 2017).

(3) The outcome of technical reasoning is a mental simulation of
the mechanical action to be performed and this simulation
needs to be temporarily maintained to guide the overtly per-
formed action. Technical reasoning allows humans to solve
physical problems in everyday life (e.g., to cut a tomato; see
Fig. 1). It starts by using mechanical knowledge to find a
physical principle that is thought to be (see sect. 2.3) appro-
priate for solving the targeted physical problem (e.g., cutting)
as well as the associated physical object properties (i.e., sharp,
and so on). This abstract principle is then transposed to the
present situation, which is constrained by certain elements
(i.e., the physical properties of the tomato). The individual
therefore needs to select a tool that is sharp enough relative
to the tomato. During this step, the reasoning ends with the
generation of a mental simulation of the mechanical action
to be performed (i.e., the motion of the knife on the tomato).

(4) Technical reasoning concerns mechanical actions (i.e., tool–
object relationships) and non-motor actions (i.e., hand–tool
relationships). Technical reasoning does not deal with the
selection and on-line control of the most appropriate motor
actions to realize the mentally generated mechanical action.
This is the role of the motor-control system, which involves
more superior structures of the parietal lobes (e.g., intraparie-
tal sulci; see Osiurak & Badets 2017; Reynaud et al. 2016; for a
neurocognitive framework of how technical reasoning and the
motor-control system can interact, see also Orban & Caruana
2014; Fig. 1). Importantly, the motor-control system is
unaware of the goal of the action (i.e., tool use, tool making,
or object transport). If someone has the idea of performing
back-and-forth movements with the knife on the tomato,
this is the expected effect, which will constrain the motor
actions chosen within the motor-control system. Similarly,
if someone intends to move an object from one location to
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another, the expected effect is the motion of the object, which
will also constrain the motor actions chosen. In other words,
the technical-reasoning hypothesis assumes that no specific
tool-use motor program is needed to specify how to manip-
ulate familiar tools (see also Goldenberg 2013). In addition,
if the goal is not achieved or if the action appears to be inef-
fective, the process returns to technical reasoning to adapt the
mental simulation of the mechanical action to the present sit-
uation (e.g., change of the point of incision or orientation of
the blade) or to select another tool, for instance (Fig. 1).

(5) Technical reasoning – and the dynamics of the process
described above (see also Fig. 1) – is not specific to the use
of familiar tools (e.g., a knife), but also concerns any situation
in which a physical problem has to be solved, such as when
making tools or during construction behavior, or in any sit-
uation requiring the understanding of the mechanics of the
physical world (e.g., use of novel tools and innovation;
Osiurak & Heinke 2018).

The technical-reasoning hypothesis is an alternative to the long-
standing tool-use motor-program hypothesis initially developed
on the basis of neuropsychological findings (Buxbaum 2001;
Heilman et al. 1982; Rothi et al. 1991; van Elk et al. 2014). This
hypothesis focuses on the key role of motor actions (i.e., hand–
tool relationships) in tool use and assumes that the use of familiar
tools is based on specific tool-use motor programs, which are also
referred to as manipulation or procedural knowledge (e.g., “know-
ing that a hammer is grasped at the handle and used with a
back-and-forth swinging movement”; van Elk et al. 2014,
p. 237). According to this hypothesis, these motor programs are

concerned only with familiar tool use, but not with novel tool
use, tool making, or construction. In addition, these motor
programs are thought to be stored within the left inferior
parietal lobe. Three lines of evidence seem to favor the
technical-reasoning hypothesis over the tool-use motor-program
hypothesis.

First, there is a strong link between familiar and novel tool use
(e.g., unusual use of familiar tools andmechanical problem-solving
including tool making) in left brain-damaged patients, who can
exhibit severe difficulties when using familiar tools (Bartolo et al.
2007; Goldenberg & Hagmann 1998; Goldenberg et al. 2007;
Hartmann et al. 2005; Heilman et al. 1997; Jarry et al. 2013;
Osiurak et al. 2009; see Baumard et al. 2014; for additional evidence
in neurodegenerative diseases and normal aging, see also Baumard
et al. 2016; Lesourd et al. 2017; Fig. 2A). Second, voxel-based
lesion-symptom mapping studies have demonstrated that the
same brain structure (the area PF within the left inferior parietal
lobe) is systematically damaged in left brain-damaged patients
with deficits in both familiar and novel tool use (Goldenberg &
Spatt 2009; Martin et al. 2016; Salazar-Lopez et al. 2016; Fig. 2B).
Taken together, these findings confirm that one and the same neu-
rocognitive process (i.e., technical reasoning, possibly supported by
the left area PF) is at work whatever the familiarity of the tool-use
activity, thereby ruling out the tool-use motor-program hypothesis,
which assumes that only familiar tool use is supported by the left
inferior parietal lobe because of the presence of preexisting tool-use
motor programs. Third, we conducted a neuroimaging meta-
analysis of tool use (Reynaud et al. 2016), including studies in
which participants had to focus on the appropriateness of mechan-
ical actions (i.e., tool–object relationships). The results revealed

Figure 1. The technical-reasoning hypothesis. The left panel (cognitive view) illustrates the dynamics of technical reasoning (in blue) and its interaction with the
motor-control system (in green). This illustration is based on an instance of use of a familiar tool (i.e., a knife). However, technical reasoning is not specific to
familiar tool use because it also concerns any situations in which it is necessary to solve a physical problem, such as when making tools or during construction
behavior, or in any instances requiring the understanding of the mechanics of the physical world (e.g., use of novel tools and innovation). More details about this
dynamic are given in the main text. The right panel (neurocognitive view) corresponds to the neurocognitive model of the technical-reasoning hypothesis. As
shown, technical reasoning might mainly involve the cytoarchitectonic area PF within the left inferior parietal lobe (IPL). The motor-control system might instead
be supported by more superior parietal structures such as the intraparietal sulcus (IPS; phAIP, putative human anterior IPS; DIPSA, anterior dorsal intraparietal
sulcus; DIPSM, medial dorsal intraparietal sulcus). The anterior portion of the left supramarginal gyrus (aSMG) could play a key role by biasing signals to phAIP to
favor the selection of the motor actions that best suit the realization of the mechanical action generated by technical reasoning (see Orban & Caruana 2014).
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activation of the left area PF (Fig. 2C), confirming that this brain
area is involved in the understanding of mechanical actions (i.e.,
tool–object relationships) but not of motor actions (i.e., hand–
tool relationships) as is suggested by the tool-use motor-program
hypothesis.

More relevant to our purpose is the fact that we recently con-
ducted another neuroimaging meta-analysis on action observa-
tion, in which we distinguished between studies focusing on
either the observation of non-tool-use actions (e.g., grasping a
ball) or the observation of tool-use actions (e.g., using a knife;
Reynaud et al. 2019; Fig. 2D). The main difference between
these two categories of studies is that the former include only
the observation of a motor action (tool–hand relationship),
whereas the latter include the observation of both mechanical

(tool–object relationship) and motor actions (hand–tool relation-
ship). Our findings indicated that the left area PF is specifically
involved in the observation of tool-use actions and, as a result,
of mechanical actions performed by others. In broad terms, the
same neurocognitive process (i.e., technical-reasoning skills/left
area PF) might be at work not only when humans carry out
mechanical actions, but also when they watch others doing so.

2.2. Technical reasoning and cumulative technological culture

The focus on the social dimension of CTC has led scientists to
consider that distinct cognitive processes are at work during social
(e.g., imitation) versus asocial (e.g., trial and error) learning (e.g.,
Tomasello 1999; Whiten et al. 2009). We acknowledge that

Figure 2. Evidence for the technical-reasoning hypothesis. (A) The figure depicts the strong link between familiar tool use and novel tool use in left brain-damaged
patients, confirming that one and the same cognitive process (i.e., technical reasoning) is at work whatever the familiarity of the task. Each point refers to a study in
which both left brain-damaged patients and healthy controls were assessed on both tasks. Patients’ deficit is expressed in terms of percentage of impairment as
compared to healthy controls (MControls–MPatients). (B) Lesion sites reported in voxel-based lesion-symptom mapping studies investigating familiar tool use and novel
tool use in left brain-damaged patients. The area PF within the left inferior parietal lobe is the only brain area identified in all the studies. (C) Key finding of a recent
neuroimaging meta-analysis on tool use (Reynaud et al. 2016). The analysis included studies in which healthy participants had to focus on the appropriateness of
the mechanical action (tool–object relationship). Results revealed activation of the left area PF (in red in the zoomed picture), suggesting that this area is deeply
involved in understanding mechanical actions (i.e., technical reasoning). (D) Key finding from a recent neuroimaging meta-analysis on tool-use observation
(Reynaud et al. 2019). The results relate to the contrast between studies in which healthy participants had to observe tool-use actions minus non-tool-use actions.
Again, a preferential activation of the left area PF is found (in yellow in the zoomed picture), indicating that people reason technically not only to conceive mechan-
ical actions with tools themselves (aforementioned results) but also when watching others use tools.
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specific cognitive processes can be involved in some instances of
social learning because of the social dimension of the situation
(see below). However, there is no reason to posit that different
cognitive skills are involved in understanding the physical causal-
ities of a situation depending on whether the situation is social or
not (for a similar view, see Heyes 2012; 2016). Support for this
view comes from the aforementioned neuropsychological and
neuroimaging findings that have indicated that the same brain
area – the left area PF – is involved not only when humans use
tools, solve mechanical problems, sometimes by making novel
tools, or focus on mechanical actions, but also when they observe
others using tools. Further support comes from a recent series of
experimental studies with micro-society paradigms in which par-
ticipants had to build as high as possible a tower with metal wires
(De Oliveira et al. 2019; Osiurak et al. 2020a) or a paper airplane
that would fly as far as possible (Osiurak et al. 2016). In these
studies, the participants performed the task as members of a
chain of 10 participants, each of whom completed the task one
after the other. In the observation conditions, the participants
could observe other members of the group building an airplane
before performing the task themselves. No communication was
permitted. In the communication conditions, they could help
the subsequent participant by communicating verbally with her
or him. The participants’ technical-reasoning and theory-of-mind
skills were also assessed in additional testing sessions. The results
indicated that learners’ technical-reasoning skills are the best pre-
dictor of cumulative performance over generations irrespective of
the kind of social learning studied (i.e., observation and commu-
nication). The technical-reasoning hypothesis of CTC represents
an epistemological break with the state-of-the-art in various
respects.

2.2.1. A dormant, technical potential
The concept of technical potential is close to that of “zone of
latent solutions” (Tennie et al. 2009; 2016a; see also Bandini &
Tennie 2017). “The term ‘latent solution’ refers to a behavior
that lies ‘dormant’ or ‘latent’ in an individual until triggered by
a particular set of social or environmental cues and sufficient
motivation on the part of the learner” (Tennie et al. 2016a,
p. 125). In this respect, the zone of latent solutions corresponds
to the room for improvement that a given species possesses in
light of its cognitive skills. For instance, Tennie et al. (2009)
showed that chimpanzees cannot learn a “loop technique”
through social learning, simply because they cannot acquire it
on their own (i.e., this technique is beyond their zone of latent
solutions). Whiten et al. (2009) criticized this concept, suggesting
that chimpanzees’ and humans’ very different CTC capacities can
be understood only if the task proposed falls within the scope of a
species’ cognitive skills. We agree with Whiten et al. (2009) that
the study of social learning and culture in any species needs to
be based on tasks that are within the scope of the cognitive skills
of the species. Many elegant studies have thus shown that chim-
panzees, for instance, can develop cultural traditions (Horner
et al. 2006; Whiten et al. 1999; 2005; 2007). However, if we
acknowledge that CTC is absent or, at best, minimal in nonhu-
mans, it is reasonable to wonder whether these difficulties
might not be because of the fact that the cognitive skills they
do possess are too limited to enable them to acquire technical
information. In this respect, we posit that CTC emerges in
humans because we possess the “dormant” technical potential
(i.e., technical-reasoning skills) to acquire and improve on a
vast amount of technical information. This provides the room

required for technical improvement, which is a key characteristic
of CTC.

2.2.2. Imitation and innovation: Two sides of the same coin
The distinction between imitation and innovation is commonly
considered to reflect the involvement of distinct forms of learning
and, as a result, of cognitive processes (social learning vs. asocial/
individual learning including trial and error, respectively; e.g.,
Tomasello 1999). Here, we posit that technical-reasoning skills
allow humans to extract relevant technical information from a
“social demonstration” (imitation), to reject irrelevant informa-
tion, as well as to generate new ideas to improve the end-product
(innovation). In this context, the ability to extract/reject informa-
tion in an effective way is subject to interindividual differences so
that people with good technical-reasoning skills are better at
doing this, as evidenced by studies using micro-society paradigms
(De Oliveira et al. 2019; Osiurak et al. 2016; 2020a; in press).

2.2.3. An integrative process for social and asocial learning
In the micro-society paradigms employed to investigate CTC in
humans, the periods of social transmission and production are
generally very short (e.g., 5-min period of social learning and
5-min period of production) and there is no alternation between
periods of social and individual learning (e.g., Caldwell & Millen
2008; 2009; Morgan et al. 2015; Osiurak et al. 2016; Zwirner &
Thornton 2015). Indeed, it is very remarkable that cumulative
performance can be found in such conditions, because they do
not reflect what happens in everyday life, during which people
generally alternate between periods of social and individual learn-
ing (i.e., exploration and practice; Whiten 2015; 2019b; see also
Ingold 1998). After all, we do not assess students just 5 min
after a teaching course. The risk is that we may draw conclusions
that might be different if more time were given to individuals to
digest what they have acquired from social learning. For instance,
Morgan et al. (2015) investigated the efficacy of transmission of
stone tool-making skills along the chains of participants in five
different social-learning conditions (e.g., reverse engineering,
observation, communication, and so on). They found that less
information was lost in the communication condition than, for
instance, in the reverse-engineering condition. Based on these
findings, one might consider that stone tool-making skills can
be transmitted only by communication, but not by observation
or reverse engineering. For our part, we are not saying that com-
munication is a less effective mode of social transmission than
observation or reverse engineering (see below), merely that it
remains possible that stone tool-making skills can also be trans-
mitted via observation or reverse engineering if learners can alter-
nate between periods of social and individual learning. Evidence
for this comes from the longitudinal study by Putt et al. (2014),
who found no clear difference between a communication condi-
tion and an observation condition in the making of symmetric
lithic bifaces. Interestingly, these authors noticed that the individ-
uals in the observation condition were able to learn from their
mistakes and improve their flake production each week, suggest-
ing a kind of strategy based on reasoned trial and error. Other
studies have demonstrated that expertise in stone knapping
requires a considerable amount of time (more than 150 h of prac-
tice) to progressively acquire a clear technical understanding of
the task (Bril et al. 2010; see also Stout et al. 2011; 2019). In
this context, technical-reasoning skills can be viewed as an inte-
grative process that makes it possible to extract information
from social learning and to test and improve it via individual
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learning5 using trial-and-error strategies that are not random but
reasoned (Vaesen 2012; see also Derex et al. 2019; Whiten
2019b).6 In addition, these reasoned trial-and-error strategies
can allow humans (1) to eventually reproduce – and indirectly
imitate – a technique that has not been transmitted faithfully dur-
ing social interaction or (2) to converge toward the same technical
invention (i.e., without direct transmission; a kind of virtual imi-
tation) simply because the same reasoning inevitably leads to the
emergence of the same technical solution (for a similar view, see
the cultural attraction hypothesis; Boyer 2001; Claidière & Sperber
2007; Claidière et al. 2014a; Morin 2015; 2016; Sperber 1996;
Sperber & Hirschfeld 2004).

2.2.4. The basis for innovation
Innovation can be defined as the generation of a novel learned
behavior that is not the consequence of social learning or environ-
mental induction (Ramsey et al. 2007). Innovation has been doc-
umented in a range of species including nonhuman primates
(Reader & Laland 2002). Given that CTC is absent in these spe-
cies, it has been suggested that innovation alone is not sufficient
for CTC (e.g., Dean et al. 2014). This view, again, stresses the
key role of social, but not of non-social, cognitive skills in CTC
(e.g., see Dean et al. 2012; Herrmann et al. 2007; Tomasello
1999; for a similar view, see also Hernik & Csibra 2009). This
interpretation, which minimizes the role of innovation in CTC,
can nevertheless be questioned if we consider that there are
major differences in terms of innovation between humans and
nonhumans (see Gruber 2016; Gruber et al. 2011; for evidence
indicating difficulties in tool innovation in nonhuman primates).
One of these differences concerns the uniquely human ability to
combine techniques, as in the case of secondary tool use (i.e.,
the use of one tool to create another; Shumaker et al. 2011).
Interestingly, modeling work has shown that innovation in
humans might primarily result from technical combinations

rather than from novel inventions or modifications (Lewis &
Laland 2012). Thus, even if innovation is not unique to humans,
humans might be unique in exhibiting combinatory innovation.
At a cognitive level, this ability clearly reflects analogical reason-
ing skills (Vaesen 2012). For instance, after learning a percussion
technique to crack nuts (i.e., acquisition of the mechanical knowl-
edge “percussion”), an individual can transfer it to the context of
stone fracture to increase the production of flakes. One of the
characteristics of technical reasoning is that it is analogical.
Therefore, technical reasoning is an appropriate candidate to
account for technical innovation in humans7 (for a similar
view, see Haidle 2014; Penn et al. 2008b; Vaesen 2012; Wolpert
2003). Importantly, the analogical component of technical rea-
soning does not allow humans to systematically generate appro-
priate new technical solutions. Sometimes – or even often – the
transfer of a technique to a new context can lead to failures,
which can nevertheless be viewed as inventions at the individual
level (for a distinction between technical invention/individual
level and innovation/group level, see Wynn & Coolidge 2014).
Nevertheless, we assume that this reasoned trial-and-error strat-
egy might be an important engine for innovation, whatever the
outcome (innovation or “ineffective inventions”/failures).

2.2.5. Technical reasoning is involved in all forms of social
learning
As shown in Table 1, we have identified three main forms of
social learning: reverse engineering (indirect), observation
(direct), and communication (direct). Any theory that assumes
that CTC originates in uniquely human social cognitive skills
(e.g., Tomasello et al. 1993) must also account for the fact that
signs of CTC are also observed in reverse-engineering conditions
in which models and learners cannot interact directly. Despite
this, studies using micro-society paradigms have reported cumu-
lative performance in such conditions (Caldwell & Millen 2009;

Table 1. Behavioral classification of forms of social learning

The framework

Model-oriented dimension (independent variable) Learner-oriented dimension (dependent variable)

Reverse engineering Presence of the product only (indirect transmission) Emulation The process is copied with a low level of fidelity

Observation Presence of the demonstration (direct transmission)

Communication Presence of verbal interaction (direct transmission) Imitation The process is copied with a high level of fidelity

Additional comments

(1) The model-oriented dimension is characterized by the amount of information provided by the model, whereas the learner-oriented dimension is
characterized by the amount of information extracted by the learner from the model. In this way, the two dimensions are orthogonal in that imitation might
also be found in reverse-engineering conditions.

(2) The model-oriented dimension corresponds to what we can manipulate experimentally (independent variable), whereas the learner-oriented dimension
corresponds to what we measure empirically (dependent variable). In this way, imitation, for instance, cannot be opposed to reverse engineering. Similarly,
imitation cannot be a social-learning condition.

(3) Reverse-engineering, observation and communication conditions are not mutually exclusive because they can be combined similar to any independent
variables (e.g., Caldwell & Millen 2009). By contrast, emulation and imitation are two extremes of the same dimension.

(4) Stimulus/local enhancement is not shown here.
(5) The term communication is preferred to that of teaching because it does not imply any cognitive interpretation but simply characterizes the presence of

verbal interaction. Note also that this does not mean that teaching is restricted to communication conditions. Nevertheless, in the present article, we will
preferentially discuss teaching in communication conditions.

(6) The terms emulation and imitation do not imply that the fidelity results from the learner’s intention to copy faithfully. Indeed, a learner can focus on the
product and nevertheless faithfully reproduce the process without any intentionality (for a discussion of this aspect, see Tennie et al. 2010). This may
explain why some studies that consider emulation and imitation as social-learning conditions have nevertheless proposed emulation/imitation conditions
(e.g., Morgan et al. 2015).
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Derex et al. 2019; Zwirner & Thornton 2015; see also Caldwell
et al. 2012; 2018), although the degree of accumulation is gener-
ally lower than in observation or communication conditions (e.g.,
Caldwell & Millen 2009). However, it should be remembered that
it is already an achievement to observe cumulative performance in
such experimental conditions in which there is very limited time
and no alternation between periods of social and individual learn-
ing. Therefore, if signs of CTC in reverse-engineering conditions
are observed in humans, then this suggests that human non-social
cognitive skills are sufficient for the emergence of CTC (Vale et al.
2012). Interestingly, in the neuropsychological literature, the idea
that people can infer how to use an artifact from its physical struc-
ture has already been linked to concepts similar to technical rea-
soning (e.g., Goldenberg 2013; Goldenberg & Hagmann 1998;
Hodges et al. 1999; 2000; Humphreys 2001). Thus, in line with
this proposal, we assume that technical-reasoning skills can be
useful in reverse-engineering conditions because they make it
possible to infer the making process (see also Vaesen 2012;
Zwirner & Thornton 2015). In this respect, the technical-
reasoning hypothesis offers a parsimonious framework for the
cognitive study of CTC, suggesting that this reasoning is necessary
for the emergence of CTC irrespective of the social-learning con-
ditions (see also Vaesen 2012). It should be noted, however, that
this assumption is consistent with the idea that social cognitive
skills could also be involved in direct social-learning conditions,
thus making it possible to boost CTC (see below).

2.3. Mechanical knowledge is “a kind of magic”

One false belief about technical-reasoning skills is that these
skills should lead to a full understanding of any physical situa-
tion, permitting the extraction of everything that is relevant
from a social interaction but no more than that (Boyd et al.
2011; 2013; Derex et al. 2019). The following quote provides a
good illustration of this: “You see that your uncle’s bow shoots
farther than yours and notice that it is thicker, but less tapered,
and uses a different plait for attaching the sinew. You copy all
three traits, even though in reality it was just the plaiting that
made the difference” (Boyd et al. 2011, p. 10922). According
to Boyd et al. (2011; see also Derex et al. 2019), the fact that
humans can also copy irrelevant traits (as illustrated by this
quote) is at odds with the idea that technical-reasoning skills
are fundamental to CTC – because otherwise humans would
copy only the relevant trait (e.g., the plaiting). This omniscient
view of technical reasoning is erroneous. It is not because we
possess technical-reasoning skills that we are able to spontane-
ously understand all the dimensions of a physical phenomenon.
The reason is that technical reasoning is based on mechanical
knowledge, which, similar to any form of knowledge, is a belief
but not necessarily true.

This aspect has been elegantly demonstrated by Baillargeon
and colleagues, who have shown how the principle of support
evolves in early childhood (6 months: Infants consider any
amount of contact between the object and the support sufficient
for the object to be supported; 6–9 months: Infants expect an
object to remain stable if a significant portion of its surface is
in contact with the support; 9 months: Infants understand
that other features such as the mass distribution of an object
is critical to determine whether a support is appropriate or
not, and so on; Baillargeon & Hanko-Summers 1990;
Baillargeon et al. 1992; Needham & Baillargeon 1993). These
findings indicate that mechanical knowledge can be acquired

relatively early in childhood and can continue to grow over
time (Remigereau et al. 2016), even during adulthood. In this
respect, mechanical knowledge is never completely accurate
and can be the basis for some “magical” beliefs such as thinking
that any amount of contact between an object and a support is
sufficient for the object to be supported. Nevertheless, even such
magical beliefs can be useful for inferring potential outcomes in
the environment (i.e., causal and analogical reasoning, the two
dimensions of technical reasoning). However, over time, these
inferences can be invalidated through a kind of Bayesian learn-
ing, leading the individual to progressively acquire more accu-
rate knowledge about physical phenomena (i.e., technical
expertise).

Recently, Derex et al. (2019) reported a micro-society para-
digm in which participants had to improve a physical system
(i.e., a wheel that traveled down a 1-m-long inclined track).
They found cumulative performance in that the wheel traveled
farther in late than in early generations. However, there was no
increase over generations in terms of “causal understanding,”
which was assessed with an additional decision task in which
the participants had to choose the best wheel configurations.
For the authors, these findings demonstrate that CTC8 can
emerge without causal understanding (i.e., technical reasoning).
This conclusion is subject to considerable reservations. The
authors’ main argument was that CTC occurred even though
the participants did not develop a full understanding of the phys-
ical system, with most of them producing simplistic models
related to a salient dimension (i.e., inertia and center of mass)
rather than multidimensional causal theories. This is clearly at
odds with an omniscient view of technical reasoning. However,
it is consistent with the aforementioned idea that mechanical
knowledge is the basis for some magical beliefs and, as a result,
is not completely accurate. Thus, based on this inaccurate knowl-
edge, the participants were able to produce effective – but not the
most effective – solutions and this explains the presence of CTC
over generations. It is also consistent with the fact that Derex
et al. (2019) themselves reported signs of causal understanding,
stressing that their “participants did not randomly explore the
parameter space” (p. 448; i.e., reasoned trial and error, see
above; see also Kendal 2019). In broad terms, these findings do
not provide clear evidence against the link between CTC and
technical-reasoning skills.

2.4. Emulation versus imitation

As shown in Table 1, we suggest a revised classification of the dif-
ferent forms of social learning that diverges from previous pro-
posals (Heyes 1994; Hoppitt & Laland 2013; Whiten & Ham
1992; Whiten et al. 2003; 2009). This new classification is orga-
nized around two dimensions, namely the information provided
by the model to the learner (i.e., model-oriented dimension)
and the amount of information extracted by the learner from
the model (i.e., learner-oriented dimension). In the experimental
context, these two dimensions can be viewed as the independent
variable and the dependent variable, respectively: We experimen-
tally manipulate the amount of information provided by the
model to investigate the amount of information extracted by the
learner. In this classification, emulation (copying of “results”)
and imitation (copying of “actions” and “results”) are
distinguished on the basis of the correspondence between the
model’s behavior and the learner’s behavior. In addition, there
is no a priori knowledge concerning the model-oriented
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dimension in that a learner may “imitate” a model even in a
reverse-engineering condition if she or he reproduces absolutely
all the same actions that are performed by the model. In light
of this reservation, a condition should not be considered a priori
as imitative or emulative because this presupposes that partici-
pants are already ready to copy the different actions (e.g.,
Morgan et al. 2015; Schillinger et al. 2015; Zwirner & Thornton
2015). Terms such as “reverse engineering/end-product” or
“observation/action” conditions allow us to overcome this classi-
fication issue (e.g., Caldwell & Millen 2009; Wasielewski 2014).

The direct link between imitation and CTC has been repeat-
edly stressed in the field (Boyd & Richerson 1996; Derex et al.
2013b; Galef 1992; Henrich & Gil-White 2001; Tennie et al.
2009; 2012; Tomasello 1999; Tomasello et al. 1993; 2005). The
critical question, however, is what is imitated? To tackle this ques-
tion, we propose to distinguish between what we have called
mechanical actions (i.e., tool–object relationships) and motor
actions (i.e., hand–tool or, more generally, body–tool relation-
ships; also called bodily actions).

The first possibility is to focus on motor actions. This would
lead us to consider that humans alone copy the motor actions
of the model (e.g., Henrich & Gil-White 2001; Tennie et al.
2009; Tomasello et al. 1987; see also Köhler 1959; Lotem et al.
2017). This possibility has two main limitations. First, it implies
experimental paradigms in which only one mechanical action is
proposed and can be solved using different motor actions, prefer-
entially performed by different body parts (e.g., head vs. hand; see
Gergely et al. 2002). However, even with such a simple method-
ology, scoring issues can arise. For instance, what if a model
uses the right hand and the learner the left hand (see
Wohlschläger et al. 2003)? Is this an instance of imitation or emu-
lation? This methodological issue necessarily grows in importance
as the number of mechanical actions increases, thereby limiting
the study of the link between imitation and CTC. Second, in
line with the ideomotor principle (Brass & Heyes 2005;
Wohlschläger et al. 2003; see also Osiurak & Badets 2014;
2016), the learner can attempt to reproduce the same mechanical
action as the model, and then indeed perform the same motor
action, simply because this motor action is the most economical
for both of them at a biomechanical level (see Claidière et al.
2014b for a convergent cultural evolution in baboons based on
biomechanical constraints). This is a kind of “sunflower effect”:
All the sunflowers follow the sun throughout the course of the
day, leading them to perform the same rotation; and yet,
sunflowers do not imitate each other. In broad terms, this first
possibility, which focuses on motor actions, is hard to
demonstrate experimentally and is also partly ruled out by
evidence indicating that children reproduce behaviors better
when information about the mechanical rather than the motor
action is provided (Flynn & Whiten 2013). In other words,
mechanical actions and non-motor actions might be the vital
basis for any social transmission.

This leads us to a second possibility: the focus has to be on
mechanical actions (Whiten et al. 2009). Therefore, a learner
can be considered to be imitating a model if she or he reproduces
the same mechanical action as the model. A good way to explore
this possibility is to use a “two-action” paradigm consisting of
offering the choice between two mechanical actions that can be
used to achieve the same goal (e.g., Horner & Whiten 2005;
Horner et al. 2006; Whiten et al. 2005). A significant body of evi-
dence has been gathered using this paradigm and clearly demon-
strates that nonhumans can not only exhibit imitation by

reproducing the same mechanical action as that performed by a
model, but also establish this as a tradition within their group
(Bonnie et al. 2007; Whiten et al. 2005; for review, see Whiten
& van de Waal 2017). In other words, these results invalidate
the idea that (1) only humans can imitate and (2) CTC is neces-
sarily based on imitation. More interestingly, it has also been
shown that both humans and nonhumans can exhibit flexibility
by alternating between imitation and emulation (e.g., Horner &
Whiten 2005). More generally, these findings question the
idea that humans are imitators and nonhumans are – at best –
emulators (Whiten et al. 2009; see also Caldwell et al. 2012;
Dunstone & Caldwell 2018).

A third possibility needs to be considered. In nonhumans, imi-
tation generally concerns one mechanical action (e.g., using either
a slide or a lift method to open a door, Horner et al. 2006; making
a composite tool from two components, Price et al. 2009) or a
sequence of independent mechanical actions (hereafter called
sequential mechanical actions; e.g., twisting a bolt, spinning a
pin, and turning a handle; Whiten 1998), but not a combination
of interdependent mechanical actions (hereafter called combined
mechanical actions) that make it possible to achieve a technical
goal (e.g., making a simple spear by producing a flake tool to
cut down a tree and carve the spear, Haidle 2010). By contrast,
in humans, micro-society paradigms have shown that cumulative
performance can emerge over generations even when participants
have to build complex artifacts by means of combined mechanical
actions (e.g., Caldwell & Millen 2009; Osiurak et al. 2016; Zwirner
& Thornton 2015). Thus, the main difference between humans
and nonhumans may lie in the ability to learn such combined
mechanical actions from a model (for a similar view, see
Whiten et al. 2003).

Some cognitive archeologists have suggested that the complex-
ification of human technology over time might be explained by a
specific enhancement of working memory (Wynn & Coolidge
2007; see also Haidle 2010; 2014). In line with this idea, it can be
hypothesized that humans might be able to learn combined
mechanical actions from models because of their enhanced
working-memory skills. This hypothesis does not explain the qual-
itative difference between sequential and combined mechanical
actions. Being able to maintain multiple mechanical actions in
memory for a period of time is cognitively different from being
able to combine them into a purposeful chain of interdependent
mechanical actions. Furthermore, working memory is not a cogni-
tive mechanism that is used to generate content, but instead tem-
porarily stores content that is processed by other cognitive
mechanisms (see Osiurak 2017). Therefore, another hypothesis is
that nonhumans might have difficulties understanding the physical
principles underlying mechanical actions because of their lack of
technical-reasoning skills. This would mean that they can, at
best, imitate sequential mechanical actions but not combined
mechanical actions. By contrast, the human ability to understand
mechanical actions could enable us to store these more easily in
working memory and thus permit us to reproduce the combined
mechanical actions viewed in a model. The corollary is that the
degree of technical expertise (i.e., the amount of mechanical knowl-
edge possessed by an individual) modulates the level of copying, as
shown in other domains such as chess where masters can quickly
recall a very high number of “logical” chess configurations (e.g.,
Chase & Simon 1973). If we adopt this viewpoint then the degree
of technical expertise is not a bias for CTC that needs to be con-
trolled (e.g., Derex et al. 2019; Reindle & Tennie 2018; Tennie
et al. 2012), but rather a key aspect to be studied.
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In addition, the fact that technical-reasoning skills can modu-
late the amount of information extracted in the case of combined
mechanical actions can also explain why imitation and emulation
are also flexible in humans, sometimes leading to innovation (for a
similar view concerning technical expertise based on long-term
working memory models, see Wynn & Coolidge 2014). To illus-
trate this, imagine Einstein explaining to you his theory of relativity.
If you possess absolutely no knowledge about physics and mathe-
matics, you may be able to reproduce at best 1% of his theory, even
though youmake a considerable effort tomaintain a lot of informa-
tion in working memory. If you are a physics graduate student, you
may reproduce 20%. However, if you are the new Einstein, you may
reproduce 80%, the remaining 20% corresponding to the improve-
ment you make to the theory (i.e., innovation). However, the fact
remains that if someone asks you to explain the entirety of the the-
ory, you will be able to do so.

In sum, this third possibility, which focuses on combined
mechanical actions, offers a revised view of the distinction between
emulation and imitation, thereby departing from the idea that
copying in humans is both process- and product-oriented because
we alone are able to infer the mental states of others and represent
others’ actions as intentional (e.g., Tennie et al. 2009; 2012;
Tomasello et al. 2005; for a similar view, see Csibra & Gergely
2006; 2009). Indeed, it is one thing to have the intention to imitate
but another to be able to do so. After all, even if you intend to
reproduce what Einstein is explaining, you may still copy no
more that 1% if you are a novice in physics. Therefore, beyond
the question of whether humans alone can imitate or whether imi-
tation is the basis for CTC, a more critical question is whether
humans are able to copy a great number of mechanical actions
without possessing the technical ability to implement them. Our
answer is that they probably do not.

2.5. Interim conclusion

Non-social cognitive skills are commonly excluded from the dis-
cussion about the origins of CTC. The technical-reasoning
hypothesis offers a viable alternative to this view by assuming
that CTC could not emerge without a specific technical potential
based on non-social cognitive skills that allow us to reason about
our physical world. These skills are involved in (1) both asocial/
individual and social learning, (2) imitation and innovation, (3)
combinations of mechanical actions, and (4) can develop over
time, leading to interindividual differences in terms of technical
expertise. In this perspective, social learning is not the cause,
but a catalyst of CTC, enabling humans to acquire technical infor-
mation more quickly than through asocial learning. In the next two
sections, we will discuss the potential role of two – apparently –
distinct cognitive skills (i.e., theory-of-mind and metacognitive
skills) that can also contribute to CTC by facilitating social learning
but without being necessary for its emergence.

3. Theory of mind

3.1. Theoretical framework

Theory of mind refers to the ability to attribute mental states to
oneself and others (Bruner 1983; Harris 1991; Mead 1934;
Piaget 1932; Premack 1988; Tomasello et al. 1993; Whiten
1991).9 The fact that this ability also concerns one’s own mental
states has led some authors to question the cognitive indepen-
dence between theory-of-mind and metacognitive skills (e.g.,

Carruthers 2009; Dunstone & Caldwell 2018; Flavell 2000; Shea
et al. 2014; Tomasello et al. 1993). We will address this relation-
ship in more detail below. It has been suggested that CTC may
originate in uniquely human theory-of-mind skills (i.e., the
theory-of-mind hypothesis of CTC; Boyd & Richerson 1996;
Herrmann et al. 2007; Tomasello 1999; Tomasello & Call 1997;
Tomasello et al. 1993; 2005).10 There are four main hypothesized
manifestations of this involvement. The first is imitation.
According to the theory-of-mind hypothesis, humans imitate
others because their theory-of-mind skills might help them to
“conceive” that others behave intentionally and, as a result, that
they can be a source of information (see also Csibra & Gergely
2009). Support for this idea comes initially from studies indicating
that humans imitate whereas nonhumans emulate (e.g., Nagell
et al. 1993; Tomasello et al. 1987). However, as stressed above,
the humans/imitation versus nonhumans/emulation distinction
is controversial and we will therefore not discuss it further (but
see below for the question of overimitation in children). The
other three manifestations are: cooperation, teaching, and opacity.
In the next sections, we address these manifestations in turn.

3.2. Cooperation

Resource-sharing-based division of labor characterizes all human
cultures (Gibson 1993; Ingold 1993; Reynolds 1993; Whiten &
Erdal 2012). This may concern, for instance, foraging (hunting–
gathering) or childcare (Whiten & Erdal 2012). This cooperative
dimension may be unique to humans, with nonhumans generally
being more engaged in competition during their social interac-
tions (Moll & Tomasello 2007; Tennie et al. 2016b). The
theory-of-mind hypothesis of CTC offers a theoretical framework
for a narrower definition of cooperation as “shared or joint coop-
erative activities” during which participants (1) share a joint goal,
(2) take on reciprocal and complementary roles to reach this joint
goal, and (3) are motivated to help one another accomplish their
roles if needed (Moll & Tomasello 2007). A corollary is that work-
ing together allows individuals to pool their knowledge, thereby
offering (4) the opportunity for separate solutions to be combined
(Tomasello 1999; Tomasello & Call 1997; see also Dean et al.
2014). Indeed, theory-of-mind skills might be a key factor favor-
ing the development of cooperation in humans. This can explain
how two individuals can share a joint goal and be motivated to
help one another (points 1 and 3 above, respectively). However,
the question is whether theory-of-mind skills are sufficient to
support the emergence of complementary roles (point 2 above)
as well as the combination of solutions (point 4 above).

Let us begin with the question of complementary roles.
Cooperation can be defined in different ways depending on the
role played by each participant (for a classification, see Boesch
& Boesch 1989). In this respect, a joint cooperative activity is
an instance of collaboration (Boesch & Boesch 1989), also called
heterotechnic cooperation (Reynolds 1993), in that the different
participants do not perform similar actions in time and space
(i.e., coordination) but different and complementary actions.
More rudimentary forms of cooperation have been documented
in nonhumans (see Boesch 2002). However, although heterotech-
nic cooperation may be characteristic of all human cultures, evi-
dence in favor of such forms of cooperation is rare in
nonhumans (Boesch 2002; Boesch & Boesch 1989; Boesch &
Boesch-Achermann 2000) and subject to debate (see Moll &
Tomasello 2007). Heterotechnic cooperation can clearly contrib-
ute to CTC by allowing humans to engage in and develop effective
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technical activities they could not perform alone. Imagine, for
instance, a group of seven individuals intending to lift a heavy
piece of wood to strengthen the top of a cabin. To do so, they
use a pulley technique. The piece of wood is tied with a rope
and the rope passes over a strong branch situated above the
cabin. Five individuals are needed to pull the rope to lift the
piece of wood. Two additional individuals are also needed (1)
to direct the piece of wood toward the top of the cabin using a
pole and (2) to take hold of it and attach it to the roof. The
theory-of-mind hypothesis can explain the motivation that
these individuals have to act cooperatively, but not how the idea
of dividing this activity into different mechanical actions has
arisen.

Our assumption is that this type of cooperative activity is based
on a combination of mechanical actions (e.g., tying and pulley)
intended to solve a physical problem. It is necessarily the ability
to conceive these different mechanical actions (through technical
reasoning) that can transform any cooperative activity into a het-
erotechnic cooperative activity. Additionally, the cooperation
between humans is anecdotal here. A workhorse or a tractor
could have pulled the rope so that even a single individual
could have solved this problem alone and our example of hetero-
technic cooperation could simply be motivated by necessity
because of the available technical resources (i.e., no workhorse
or no tractor). This also leads us to address another aspect,
which is that humans can also be viewed by their conspecifics
as technical resources (e.g., workforce) in the same way as non-
humans. The history of mankind has clearly demonstrated that
humans can, unfortunately, exploit nonhuman animals and
other humans (e.g., slavery and colonization) and sometimes
use them as technical resources to build exceptional constructions
(e.g., Egyptian pyramids).

The same rationale can be applied to combinations of solu-
tions. Although engaging in cooperative activities can lead to
the sharing of technical solutions and, potentially, new combina-
tions of solutions, theory-of-mind skills do not adequately
account for the integration of these solutions within a coherent
representation of mechanical actions (see above for a discussion
of combination in the context of imitation and innovation). In
sum, although theory-of-mind skills could favor cooperation,
technical-reasoning skills remain necessary to transform this
cooperation into heterotechnic cooperation or to use it to produce
new combinations of solutions.

3.3. Teaching

Teaching can be broadly defined as behavior that facilitates learn-
ing in others (Kline 2015; Thornton & Raihani 2008). In recent
years, evidence has accumulated for teaching behavior in non-
humans (e.g., Franks & Richardson 2006; Thornton &
McAuliffe 2006). Although these instances correspond to more
rudimentary forms of teaching (e.g., scaffolding; Csibra 2007),
they do not satisfy the strict definition of “direct active teaching,”
during which an individual engages in teaching as a consequence
of her or his own belief (which may or may not be substantiated)
about the likely effect on the learner (Caldwell et al. 2018; Caro &
Hauser 1992; Csibra & Gergely 2006; Kline 2015). To date, no
clear examples of active direct teaching have been identified in
nonhumans (Csibra 2007; Galef 1998; Kline 2015; Tennie et al.
2009; but see Boesch 1991). For this reason, the term teaching
will be used in the following to refer to direct active teaching.
Similar to imitation, it has been suggested that teaching is a

precursor of CTC (Tennie et al. 2016a; Tomasello 1999;
Tomasello et al. 1993; see also Dean et al. 2012; 2014). Indeed,
it can be hypothesized that theory-of-mind skills might be critical
for forming a representation of what others understand about a
given task. Based on this, an individual can become a teacher
by orienting the attention of another individual (i.e., the learner)
toward relevant information and providing appropriate feedback
during the task (Csibra & Gergely 2006; Dunstone & Caldwell
2018). Strictly speaking, teaching can occur in both communica-
tion and observation conditions (Table 1).

However, studies that have included observation conditions
have not generally reported data indicating that the model is
clearly engaged in teaching (e.g., by slowing down the demonstra-
tion). By contrast, the use of verbal information in communica-
tion conditions makes it easier to see that the model is engaged
in teaching based on her or his hypothesized theory-of-mind
skills. The idea of a direct link between CTC and teaching is sup-
ported by a significant body of evidence acquired using micro-
society paradigms, which has shown that cumulative performance
is better (or that less information is lost over generations; Morgan
et al. 2015) in communication conditions than in observation or
reverse-engineering conditions (Caldwell & Millen 2009; De
Oliveira et al. 2019; Osiurak et al. 2016; Zwirner & Thornton
2015; see also Caldwell et al. 2018). Despite these findings, the
teaching/theory-of-mind hypothesis remains unsatisfactory as
an explanation of CTC for several reasons.

First, even if communication conditions favor CTC in
micro-society paradigms, CTC can also be found in observation
conditions and, more problematically, in reverse-engineering con-
ditions, in which models and learners do not interact at all.
Although the complexity of the technical information that
could be transmitted in such conditions may be limited, the
fact remains that less complex forms of CTC could emerge with-
out theory-of-mind skills. Consequently, given that technical-
reasoning skills may be involved in all forms of social learning
within a technical context, CTC could instead originate from
these skills whereas nevertheless still being boosted by the differ-
ent contributions of theory-of-mind skills (i.e., cooperation and
teaching; for a similar view, see Caldwell et al. 2018). Second,
the impact of teaching on CTC might also be overestimated in
that the ethnological record of hunter–gatherer cultures reports
that teaching plays a minimal role compared to observational
learning (Hewlett et al. 2011; MacDonald 2007). Third, the idea
that teaching is critical to CTC also implies that teachers are reli-
able sources of information for learners. However, this depends
on several factors, such as the teacher’s theory-of-mind skills,
which are necessarily subject to interindividual differences in
the same way as any other cognitive skills. In other words, even
if a teacher is motivated to orient the learner’s attention toward
relevant information, this orientation can be untimely and slow
down the learning process by preventing the learner from focus-
ing on other aspects of the task that are actually more relevant to
her or him (Putt et al. 2014; for a similar conclusion in a written
communication condition, see Derex et al. 2019). Fourth, recent
evidence from micro-society paradigms indicates that learners’
technical-reasoning skills are a better predictor of cumulative per-
formance than teachers’ theory-of-mind skills not only in obser-
vation but also in communication conditions (De Oliveira et al.
2019; Osiurak et al. 2016; 2020a). Even if teaching can facilitate
the transmission of technical information, what a learner can
acquire remains first and foremost determined by her or his
technical-reasoning skills.
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Although teaching certainly remains a very effective way of
transmitting information, it might nevertheless not be the neces-
sary condition for CTC. Interestingly, teaching could play a key
role in certain specific situations in which the learner lacks infor-
mation. This can be the case when someone attempts to repro-
duce a tool whose making process is opaque (see below). More
generally, teachers’ theory-of-mind skills can be particularly
relevant – and even necessary – when the learner and the teacher
cannot directly share information about a specific technical task
(i.e., nothing-is-present situations; see Osiurak et al. 2020a). For
instance, imagine a teacher explaining to a learner how to build
a shelter in the absence of any raw material. In this situation,
the teacher has to guide the learner through the building process
using only her or his words. Theory-of-mind skills might play a
critical role here in allowing the teacher to form an accurate rep-
resentation of what the learner already knows as well as in permit-
ting the use of terms that are comprehensible to the learner.

We recently tested this hypothesis in a micro-society paradigm
that included a communication condition in which learners and
teachers could communicate without sharing visual information
(i.e., they were sitting on two chairs positioned back to back;
Osiurak et al. 2020a). We confirmed the hypothesis by observing
that teachers’ theory-of-mind skills were the best predictor of
cumulative performance, along with learners’ technical-reasoning
skills. These findings indicate that teaching could help boost CTC
by freeing humans from the need to be in concrete situations (i.e.,
presence of materials and demonstration) to acquire and transmit
new technical information. It should be noted that this supportive
role is far from unimportant given the adaptive value of being able
to transmit information in the absence of concrete situations.
However, this boosting role might be systematically conditioned
by learners’ technical-reasoning skills.

3.4. Opacity

The terms opacity/transparency refer to the amount of informa-
tion that an individual can extract from scrutinizing an artifact.
An artifact is transparent if it provides adequate information
about how it is built (e.g., a simple spear), and opaque if not
(e.g., a spear with a split-based bone point).11 Given the lack of
information directly provided by opaque artifacts, it has been
repeatedly argued that more complex forms of social learning
(e.g., imitation and teaching) might be required to transmit this
(Boyd & Richerson 1985; Caldwell & Millen 2009; Caldwell
et al. 2018; Csibra & Gergely 2006; 2011; Derex et al. 2013b;
Schillinger et al. 2015; Tennie et al. 2012; Wasielewski 2014).
Support for this view comes from studies indicating that the
building of transparent artifacts can be transmitted through
many forms of social learning, including reverse engineering,
whereas the building of opaque artifacts can be transmitted in
communication and observation conditions, but to a lesser extent
in reverse-engineering conditions (e.g., Caldwell et al. 2018; Derex
et al. 2013b; Morgan et al. 2015; Wasielewski 2014). The
theory-of-mind hypothesis of CTC provides an appropriate
framework for interpreting these findings in that teachers’
theory-of-mind skills might play a critical role when the learner
lacks information, for example in nothing-is-present situations
or when an artifact is opaque. Nevertheless, this hypothesis
might place exaggerated emphasis on what the teacher can pro-
vide (based on theory-of-mind skills) compared to what the
learner can understand (based on technical-reasoning skills).
More specifically, the successful transmission of an opaque

artifact may depend first and foremost on the learner’s technical
expertise, meaning that a technical expert might be able to repro-
duce an opaque artifact in all social-learning conditions (i.e.,
reverse engineering, observation, and communication), whereas
an individual with little technical expertise might encounter diffi-
culties whatever the condition. Let us discuss this aspect in more
detail.

The notions of opacity/transparency commonly refer to an
essential property of an artifact. An artifact is either opaque or
transparent, and this is true for any individual. In line with
James (1890/2007), we propose an epistemological shift by con-
sidering that “there is no property that is absolutely essential to
any one thing” (see also Osiurak et al. 2010). The corollary is
that the opacity of an artifact is phenomenologically based on
the learner’s technical expertise. For instance, it has been sug-
gested that CTC was observed in a reverse-engineering condition
in which the task required the participants to make a paper air-
plane, that is, a transparent artifact (e.g., Derex et al. 2013b).
Our experience with this task has taught us that many participants
can find it difficult to reproduce the folding sequence by observa-
tion or to extract it by scrutinizing airplanes built by their prede-
cessors. In other words, the assumption that the paper-airplane
building task is fundamentally a transparent task for any individ-
ual is questionable. Given the link we found between cumulative
performance and learners’ technical-reasoning skills in such a
task (Osiurak et al. 2016), this leads us to consider that the
level of technical expertise can make the artifact transparent for
some participants and opaque for others. It would therefore be
interesting to propose a similar task to origami experts. Because
of their expertise in folding techniques, all such artifacts should
be transparent and they should achieve cumulative performance
whatever the social-learning condition.

In broad terms, the major issue an individual faces when
attempting to reproduce an artifact is to extract information
from it. We posit that this extraction can be mediated by two
factors. The first is the level of technical expertise, which can
make an artifact opaque for some individuals, but transparent
for others. The second is the information provided by the
model. In cases where learners possess little technical expertise
that is relevant to the task, teachers’ theory-of-mind skills may
help to compensate for this lack. This learner-centered perspec-
tive diverges from the position according to which the level of
expertise is viewed as a confound in the study of CTC (Derex
et al. 2019; Reindle & Tennie 2018; Tennie et al. 2012). Taken
to its logical conclusion, this position implies that CTC should
be studied only with inexperienced participants who have no pre-
vious knowledge about the task. This position is difficult to sus-
tain because it would exclude the ethnological record on
hunter–gatherer cultures in which individuals are never inexperi-
enced. In addition, it suggests that the best way to explore CTC
would be to study only children (Reindle & Tennie 2018), presup-
posing that they have no prior knowledge about the task – which
is always difficult to demonstrate.

The motivation for this methodological choice is also debat-
able because it is more than likely that the innovative component
of CTC does not develop in children but in adults, who are
necessarily not inexperienced. In line with this idea, Reindle
and Tennie (2018) failed to obtain cumulative performance in a
micro-society paradigm with children. Nevertheless, they
observed the presence of cultural lineages in the different trans-
mission chains, a finding very similar to those obtained in nonhu-
mans. This study is instructive in showing that it is precisely by
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controlling for the so-called confound (i.e., technical reasoning)
that CTC, and its innovative component in particular, can be sup-
pressed. The technical-reasoning hypothesis offers a clear inter-
pretation for these findings. Children do not possess a level of
technical expertise that is sufficient to allow them to detect irrel-
evant information in a model and this makes it difficult for them
to generate more effective solutions. Even if their level of
technical-reasoning skills can allow them to reproduce a solution
(even in reverse-engineering conditions; Reindle et al. 2017), their
innovative skills remain limited (Beck et al. 2011; Cutting et al.
2014). In sum, technical-reasoning skills are not a confound,
but perhaps the key cognitive skills explaining CTC and its inno-
vative component. This is an aspect that has commonly been
overlooked in the literature (for a similar viewpoint, see
Caldwell et al. 2018).

3.5. Interim conclusion

The emphasis on the social dimension of CTC has led researchers
to assume that social cognitive skills are the precursor of CTC.
Teachers’ theory-of-mind skills can favor cooperation or play a
boosting role in situations where learners lack information
(e.g., nothing-is-present situations or situations in which the pro-
cess used to make an artifact is opaque for the learner).
Nevertheless, the emergence of heterotechnic cooperation or the
amount of information that can be extracted from social transmis-
sion is fundamentally dependent on (learners’) technical-
reasoning skills. The learner-centered perspective defended here
has the merit of refining previous proposals based on a teacher-
centered perspective. For instance, Csibra and Gergely (2006)
stressed that teaching (or pedagogy) is characterized by the
explicit manifestation of generalizable knowledge by a teacher, a
key aspect that could distinguish active direct teaching in humans
from other forms of teaching in nonhumans (see Csibra 2007).
However, even if a teacher can help a learner to generalize knowl-
edge, the ability to generalize does not depend on the teacher’s
cognitive architecture but is intrinsic to that of the learner. We
therefore suggest that although theory-of-mind skills can favor
the transmission of technical information, the potential to
acquire, generalize (i.e., analogical reasoning), and improve it is
orthogonal to theory of mind because it is based on technical-
reasoning skills.

This leads us to propose the virtuous circle hypothesis of CTC,
which is intended to solve the question of how a learner can
improve her or his technical-reasoning skills if, during each learn-
ing phase, the role of the teacher is minimal (Osiurak et al. 2020a).
The idea is as follows. First, models – and teachers – remain fun-
damental for social transmission. Even if they do not possess out-
standing theory-of-mind skills, they still remain a potential source
of information, so that everyone can learn even when taught by
poor teachers. Second, the role of teachers might be limited to
helping learners reach the upper limit of what they can learn in
a given situation, an idea very similar to the concept of proximal
developmental area (Vygotsky 1978). In the mid-/long-term, this
may result in a progressive increase in learners’ technical-
reasoning skills, thus favoring the emergence of CTC.12

Consequently, with regard to the claim that technical expertise
is a confound and necessarily depends on previous social trans-
mission (thereby emphasizing the social dimension of CTC),
the virtual circle hypothesis holds that: (1) This is certainly
right (although not systematic because people can also learn
from asocial learning) and (2) without technical reasoning, the

progressive accumulation of mechanical knowledge in a single
individual via social transmission – i.e., the necessary condition
for CTC – could not occur.

4. Metacognition

4.1. Theoretical framework

Metacognition can be broadly defined as cognition about cogni-
tion (Flavell 2000; Shea et al. 2014). Initially, Flavell (1979) distin-
guished between metacognitive knowledge (i.e., knowledge about
variables that can affect the course and outcome of a cognitive
activity) and metacognitive experience (i.e., cognitive experiences
that accompany and pertain to any cognitive activity). The former
includes knowledge about one’s own but also others’ cognitive
capacities, thus establishing a clear link with theory of mind.
The latter belongs to the personal level and, as a result, cannot
be directly linked to what others can experience – except, perhaps,
in the form of a kind of inferential mechanism. More recently,
Shea et al. (2014) proposed a revised version of this framework
based on two systems referred to as System 1 and System 2
(Heyes 2016; see also Dunstone & Caldwell 2018). System 1 is
very similar to Flavell’s concept of metacognitive experience. It
does not appear to be specific to humans. System 2 is responsible
for forming interpersonal representations about what oneself and
others know in a given situation. This second system is hypothe-
sized to be unique to humans (for a similar view, see Gruber et al.
2015), and could differ from theory of mind in that it relates
primarily to one’s own cognitive processes and is the preferred
basis for communication during cooperative activities as well as
teaching13 (Shea et al. 2014). In this regard, the metacognition
hypothesis of CTC suggests that System 2 (simply referred to as
metacognition below) provides the main underpinning for social-
learning strategies (i.e., when and whom to copy), providing an
adaptive value for humans in terms of CTC (Heyes 2016; 2018).
This hypothesis provides an interesting cognitive framework for
exploring key questions about social-learning strategies (i.e.,
transmission biases, flexibility, and overimitation) that we will dis-
cuss in turn below.

4.2. Transmission biases

Humans live in groups, thus giving them the opportunity to learn
from many conspecifics. Evidence shows that group size is critical
for CTC in that the presence of a high number of models is ben-
eficial for the stability of a trait as well as for innovation through
the combination of solutions produced by the different models
(Derex & Boyd 2015; Derex et al. 2013a; Kemp & Mesoudi
2014; Muthukrishna et al. 2014). Other evidence has been
reported, highlighting an absence of or even an inverse relation-
ship between population size and cumulative performance
(Caldwell & Millen 2010; Collard et al. 2005; 2016; Fay et al.
2019; Vaesen et al. 2016). This discrepancy indicates that deciding
whom to copy is a complicated task (Fay et al. 2019). One possi-
bility is that humans copy random things from random people.
This form of transmission is called unbiased copying (e.g., indi-
viduals have a 60% probability of copying a trait that 60% of peo-
ple possess; Boyd & Richerson 1985). However, this kind of
transmission is not adaptive (Boyd & Richerson 1985; Giraldeau
et al. 2002; Rogers 1988) and does not account satisfactorily for
the diffusion of innovation (Rogers 1995).
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Consequently, another more likely possibility is that social
transmission is necessarily biased by a certain number of rules,
such as the prestige bias14 or the conformist bias (Henrich
2001; Henrich & Gil-White 2001; see also Atkinson et al. 2012;
Morgan et al. 2012; Osiurak et al., in press). For a cognitive scien-
tist, the key question is to determine the cognitive skills underly-
ing these kinds of bias. As pointed out by Heyes (2018),
interpretations in terms of cognitive processes are rare, because
research on social-learning strategies has been dominated by dis-
ciplines concerned with what individuals do, not what they think
(for a similar viewpoint, see Gruber 2016). Nevertheless, some
interpretations have been proposed. For instance, Henrich and
Gil-White (2001) suggested that the prestige bias necessarily has
its roots in the uniquely human ability of infocopying (a concept
similar to imitation). Indeed, emulation leads individuals to focus
only on the result and not on the process. The corollary is that if
an individual only focuses on the result, she or he is unable to
detect, among a number of different models, those who can
achieve the expected result the most efficiently (i.e., the prestigious
individual). This emphasis on imitation is consistent with the
theory-of-mind hypothesis of CTC, even if the purpose differs.
Whatever the case may be, this interpretation is difficult to sup-
port for the same reasons as evoked above: Nonhumans can
exhibit imitation but not CTC. More problematically, the evidence
indicates that conformist and prestige biases can also be observed
in nonhumans (e.g., Horner et al. 2006; 2010; Kendal et al. 2015;
Whiten et al. 2005). Another interpretation is that these biases
may favor CTC by allowing humans to learn complex technolo-
gies more quickly from their conspecifics via technical reasoning.
The distinction between humans and nonhumans would reside
more in the complexity of the transmitted technique (see sect.
2.4) than in the kind of social-learning strategies employed (for
a similar view, see Whiten et al. 2003).

4.3. Flexibility

There are many forms of social-learning strategies that can be dis-
tinguished depending on when (e.g., copy-when-uncertain and
copy-when-unsatisfied) and whom (e.g., copy-the-majority and
copy-successful-individuals, i.e., two strategies that lead to the
above-mentioned conformist and prestige biases, respectively) to
copy (Kendal et al. 2018; Laland 2004). Models have shown
that populations of flexible learners who switch between social
and asocial learning at key moments outperform populations of
purely social or purely asocial learners (Ehn & Laland 2012;
Enquist et al. 2007; Rendell et al. 2010). In line with this finding,
it has been suggested that flexibility not only between social and
asocial learning but also in social-learning strategies might be par-
ticularly adaptive and critical for CTC (Galef 1995; Heyes 2016;
Kendal et al. 2005; 2018; Laland 2004). Henrich and Gil-White
(2001) had already suggested that humans are default infocopiers
(i.e., imitators) who try first to learn from others instead of “rein-
venting the wheel” and then seeking improvements via asocial
learning. The metacognition hypothesis of CTC posits that this
flexibility is based on the ability to form explicit strategies about
when and whom to copy (Heyes 2016; 2018; Shea et al. 2014).
Even if evidence is still needed to demonstrate that this flexibility
is unique to humans (Kendal et al. 2018), this hypothesis is the-
oretically viable within a limited scope. We say “within a limited
scope” because it provides an adequate account of the “when” and
“who” strategies. By accessing one’s own cognitive activity, an
individual can explicitly decide to learn from others because she

or he is uncertain or unsatisfied about her or his performance
(the “when” strategies). By representing others’ cognitive skills,
the same individual can also explicitly decide to learn from
successful individuals (the “who” strategy). Nevertheless, this
hypothesis does not specify the domain of cognition targeted.

Metacognition is cognition about cognition. Therefore, given
that we are concerned with technical skills, all these strategies –
whether explicit or not – are necessarily based on a technical, cog-
nitive content, and it seems most probable that this content takes
the form of technical-reasoning skills. To some extent, this is con-
sistent with Henrich and Gil-White’s (2001) proposal according
to which social-learning strategies cannot be fully effective if indi-
viduals cannot accurately represent others’ skills. When we
observe someone else who is able to fix shelves very quickly by
using a series of effective mechanical actions, the prestige we attri-
bute to this individual results from our appraisal of her or his
technical-reasoning skills, which differ from our own. In other
words, the quality of our metacognitive representations could
depend to a very great extent on the content of the targeted
knowledge, with the result that the main difference between
humans and nonhumans might not relate to metacognition but
rather to the quality of the content processed by metacognition
(i.e., technical-reasoning skills).

4.4. Overimitation

Overimitation refers to the imitation of actions that are causally
irrelevant to the achievement of a goal (Lyons et al. 2007; 2011;
see also Nagell et al. 1993). This phenomenon has aroused interest
in the CTC research community because of the commonly made
link between imitation and CTC (Legare & Nielsen 2015; Shipton
& Nielsen 2015). Evidence indicates a trend toward increasing
overimitation with age, with most 2-year-olds exhibiting emula-
tion, and most 5-year-olds exhibiting overimitation (Horner &
Whiten 2005; McGuigan & Whiten 2009; McGuigan et al.
2007; Nielsen & Tomaselli 2010). Overimitation might be even
greater in adults (McGuigan 2012; McGuigan et al. 2011; see
also Caldwell et al. 2012). A potential interpretation of this phe-
nomenon is that humans may ontogenetically develop specific
social-learning strategies, progressively leading them to copy pres-
tigious and competent individuals (i.e., prestige bias; McGuigan
2012). In line with this idea, a significant body of evidence has
indicated that children can exhibit two classes of biases, the first
being to display a preference for the information provided by a
familiar caregiver versus a stranger and the second being to dis-
play a preference for someone who has proven to be a reliable
source of information in the past (Harris & Corriveau 2011).
The corollary is that children may prefer to learn from individuals
who provide reliable information and care, namely parents
(Hewlett et al. 2011). However, because their parents may be
less accurate and reliable than other individuals, children may
progressively opt for more accurate informants, leading to a
shift from vertical to oblique or horizontal transmission
(Henrich & Broesch 2011; see also Harris & Corriveau 2011).
This perspective can explain why the aforementioned presence
of overimitation found in dyadic interactions (one model: an
adult; one learner: a child) tends to disappear in micro-society
paradigms in which children interact with one another (e.g.,
Flynn 2008).

To account for the developmental trajectory of overimitation,
McGuigan (2012) suggested that young children may lack the
cognitive “sophistication or motivation” needed to overimitate,

14 Osiurak and Reynaud: The elephant in the room



thereby drawing a parallel between the emergence of overimita-
tion and the development of social, cognitive skills. This proposal
is consistent with the metacognition hypothesis of CTC in that
children may progressively develop social-learning strategies
based on their ability to accurately represent what they know,
what others know, as well as whether what others know is reliable.
However, to be complete, this hypothesis needs to specify the
aspect of cognition at which these metacognitive skills are
directed. As mentioned above, we assume that metacognitive skills
necessarily work in concert with technical-reasoning skills, which
are the only appropriate candidate for explaining how an individ-
ual can form representations about her or his own and others’
technical skills. In other words, social-learning strategies such as
the prestige bias cannot be the result of reflecting on cognitive
skills in the abstract, but must instead be the result of thought
focused on specific cognitive skills. In this perspective, the
technical-reasoning hypothesis of CTC offers a revised interpreta-
tion of overimitation by stressing that this phenomenon could not
occur in the absence of technical-reasoning skills. This hypothesis
could be tested in left brain-damaged patients with tool-use disor-
ders. The prediction is that these patients might not exhibit cer-
tain social-learning strategies (e.g., a prestige bias) because of
their inability to anticipate the effectiveness of their mechanical
actions as well as of those performed by others.

4.5. Interim conclusion

The metacognition hypothesis of CTC is based on the parallel
between the apparently uniquely human ability to exhibit complex
metacognition and the fact that CTC is present only in humans. As
we have emphasized, this parallel needs to be proven. Nevertheless,
this hypothesis offers a viable theoretical framework in which to
interpret social-learning strategies, such as the conformist bias or
the prestige bias. Nevertheless, it is subject to the same limitations
as the theory-of-mind hypothesis. First, it cannot explain why signs
of CTC are observed in reverse-engineering conditions in which
social transmission is not direct. This observation is inconsistent
with the metacognition hypothesis of CTC, which assumes that
some strategies can be developed based on the detection of the
most frequent variants or the variants proposed by prestigious
and competent individuals, namely information that is lacking in
reverse-engineering conditions. Second, metacognition is cogni-
tion about cognition. However, this hypothesis tends to overlook
the domain of cognition in question and therefore offers an incom-
plete view of how metacognitive skills might operate. In the face of
these limitations, we propose a revised interpretation according to
which technical-reasoning skills can play a key role by providing
humans with useful content for representing not only their own
but also others’ technical skills. In line with this, we recently dem-
onstrated with a closed-group micro-society paradigm that partic-
ipants tend to progressively copy the most prestigious individual of
the group, that is to say the one with the best technical-reasoning
skills (Osiurak et al., in press). In other words, this study shows a
direct link between social-learning strategies – and potentially
metacognitive skills – and technical-reasoning skills.

5. Conclusion

CTC is both a social and technological phenomenon. By focusing
on the social dimension, most accounts of CTC have tended to
minimize the technical dimension and the potential influence of
non-social cognitive skills, perhaps failing to see the elephant in

the room. Here, we offer a cognitive view that contrasts with
these accounts by assuming that CTC originates in uniquely
human technical-reasoning skills. In broad terms, we assume
that technical reasoning is a difference-maker that has allowed
humans to become cumulative and this to a greater extent than
in other species, thereby explaining why this phenomenon is
unique to humans. This view acknowledges the important role
played by social-learning mechanisms, which are crucial in that
they enrich the technical content. As illustrated in our example
of someone improving upon Einsteinian physics, social learning
is undoubtedly a mechanism through which an incredible amount
of information can be transmitted, and the technical solution that
is created is novel only up to a point. Nevertheless, humans are
not “passive” technical learners because they can also transform
the acquired technique into new technical solutions. In this
way, the technical-reasoning hypothesis is akin to the cultural
attraction hypothesis, which stresses the key role of individual
cognition in cultural transmission (e.g., Sperber 1996; Sperber &
Hirschfeld 2004).

The technical-reasoning hypothesis of CTC also does not rule
out the potential boosting role played by other cognitive skills,
such as theory-of-mind or metacognitive skills. The former
might be particularly useful when information is lacking and
the latter might help in the selection of reliable models.
Nevertheless, they are not necessary conditions for the emergence
of CTC. In addition, one outstanding question is whether they
should be considered as cognitively distinct or not, given the
clear apparent link they share at a theoretical level. They also
share other features, such as their close relationships with lan-
guage skills, also considered as another potential factor of CTC
(Pinker 2010; see also Dean et al. 2014; Whiten & Erdal 2012).
Some authors have also stressed potential interactions with
future-planning skills (Vale et al. 2012). The question is whether
all these cognitive processes are different labels for a single cogni-
tive capacity (or even module), which consists of thinking about
oneself or others in different spaces and times. At a phylogenetic
level, we can hypothesize that technical-reasoning skills might
have played a key role in the development of these skills, a view-
point that resembles the cognitive niche hypothesis (Pinker 2010;
Tooby & DeVore 1987; see also Osiurak 2017). In other words,
the sophistication of hominin technology could have led to cogni-
tive adaptations, such as the emergence of theory-of-mind skills.15

However, the small but important difference here is that the level
of sophistication of these other cognitive “modules” could not
have been reached without technical-reasoning skills.

This leads us to address an overlooked, yet fundamental, ques-
tion concerning CTC: Why do we continue to improve our tech-
nologies? Given that CTC is characterized by constant innovation,
research on the topic should attempt to address the question of
why we seem to want to constantly improve our technologies.
One potential answer is that early hominin tool use could have
been developed by necessity in response to environmental pres-
sures (i.e., survival; Boesch & Tomasello 1998; Wynn 1993).
This hypothesis has also been proposed for nonhumans, but
has received no empirical support (e.g., Koops et al. 2014; Sanz
& Morgan 2013; but see Gruber 2016). However, this does not
explain why we continue to make tools that have no apparent
benefits for survival (e.g., TV remote control).16

Another answer consists of focusing not on external incentives
but rather on the intrinsic characteristics of the cognitive system.
In this Lorentzian view, the answer is simple: We constantly
improve our tools because we generate our own physical problems
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through technical-reasoning skills. As extensively discussed above,
technical-reasoning skills allow us to produce technical solutions
that increase our effectiveness and efficiency. In this way, they are
a generator of solutions. However, our technical solutions are
never fully effective/efficient, even if they can give us the illusion
of constantly having to do less. It is not sufficient to think of an
environmental effect (e.g., switching on the TV) to make it
happen: motor actions are always necessary (pressing a button).
There is therefore a gap here between the benefits provided by
any technical solution and its ultimate goal (i.e., appearance of
an environmental effect without any motor action). This gap rep-
resents a self-generated problem space, leading humans to find
more effective/efficient solutions, as illustrated by the fantasies
regarding teleportation and telekinesis that are present in
human cultures (Hubert & Mauss 1902; see Osiurak 2017;
Osiurak et al. 2010). It should be noted that some of these fanta-
sies almost become reality. We can take the train to transport our-
selves without moving (teleportation) or use a crane to move
objects far too heavy for us (telekinesis). However, the fact that
we are far from fulfilling them – and that we will certainly
never fulfill them –, provides an increasing room for technical
improvement. In this respect, the two sides of technical reasoning
(i.e., as a generator of both problems and solutions) form an ideal,
theoretical framework in which to understand the emergence and
the cognitive origins of CTC in humans.

To conclude, we emphasize the implications of the technical-
reasoning hypothesis for our understanding of CTC. To date,
this hypothesis has received support from neuropsychological
and neuroimaging research. It has recently been applied to the
study of CTC by means of micro-society paradigms, which are
useful for investigating the role of individuals’ cognitive skills in
CTC or comparing the quality of social transmission in different
social-learning conditions (for a discussion of the strengths and
limitations of micro-society paradigms, see Caldwell et al.
2019). These paradigms also allow us to collect empirical data
that can be compared to theoretical data generated by modeling
approaches to test their predictions. However, they also suffer
from the limitation that they do not strictly reflect how technical
transmission occurs in everyday life, such as in the case of an
apprenticeship, in which the apprentice alternates between peri-
ods of social learning and individual learning and in which teach-
ing – and particularly verbal teaching – might play a minor role
(Gatewood 1985; see also Wynn & Coolidge 2014). Therefore,
we recommend that future micro-society studies introduce this
temporal component (i.e., alternation between social and individ-
ual learning) to be more faithful to what really happens in tech-
nical transmission situations.

One related point concerns the undoubted interest of the
technical-reasoning hypothesis for cognitive archeology or neuro-
archeology, two disciplines that aim to investigate stone knapping
using experimental psychology or neuroscientific methods,
respectively. Some attempts have been made to do this and have
emphasized the role of certain parietal structures in stone knap-
ping (Hecht et al. 2015; Stout & Chaminade 2007; Stout et al.
2011; see also Stout & Hecht 2017). This research is valuable
because of the groundbreaking nature of its methodology.
However, it does not provide a model of technical cognition
that can be applied to other disciplines (Wynn et al. 2017), in
particular because it originates in classical neuropsychological
models that ignore the important contribution of reasoning in
tool behavior (see sect. 2.1). In this respect, the technical-
reasoning hypothesis offers an original theoretical framework

that can contribute to our insight into the importance of the
understanding of functional parameters (i.e., physical principles)
in stone knapping when compared to motor procedures (e.g.,
Bril et al. 2010).

Finally, we have to acknowledge that the technical-reasoning
hypothesis is still a new hypothesis, which has been developed
by only a few researchers. This is surprising if we consider how
dramatically our technical skills have modified the surface of
the Earth. Nevertheless, well-known handbooks of cognitive psy-
chology or the cognitive sciences contain no sections on technical
cognition. Considerable effort is therefore needed to develop a
comprehensive, computational model that could be useful for
modeling work, and in particular for testing the predictions of
this hypothesis versus those derived from other hypotheses of
CTC.

Notes

1 Mesoudi and Thornton (2018) recently proposed a more dynamic descrip-
tion of CTC, suggesting that the minimal requirements for a population to
exhibit CTC are: innovation (based on asocial learning), imitation (based on
social learning), improvement in performance at the group level (cultural fit-
ness), and repetition of the previous three steps (improvement over time).
2 Social learning refers to learning that is influenced by observation of, or
interaction with, another individual (typically a conspecific) or its product
(Galef 1988; Heyes 1994). Individual learning refers to individual “practice”
periods that occur in between social-learning periods. By contrast, asocial
learning refers to behavior that is learned individually without being the con-
sequence of social learning.
3 Povinelli and Frey (2016) conducted a series of experiments in which they
presented chimpanzees with two visually identical rakes. Only one rake was
functional (i.e., rigid). They explored whether chimpanzees manually tested
the rake’s rigidity before using it. They found no evidence for such behavior,
suggesting that chimpanzees do not exhibit prospective diagnostic skills.
Martin-Ordas et al. (2008) investigated the performance of apes (chimpanzees,
bonobos, orangutans, and gorillas) on two versions of the trap-tube task. In
this task, animals are presented with a transparent tube from which they
have to extract a reward by using a stick, without pushing the reward inside
a trap located in the center of the tube. There was no correlation in the
level of performance between the two tasks, suggesting an absence of transfer
between functionally equivalent tasks. Taken together, these findings demon-
strate that nonhuman primates have difficulty understanding unobservable
causal properties.
4 For the sake of clarity, we will use hereafter the term technical reasoning
even if authors have used the term causal reasoning in their original papers.
5 In a way, all imitation is emulative, as suggested by Ingold (1998).
6 In line with this idea, we found that left brain-damaged patients with
technical-reasoning disorders exhibit severe difficulties in initiating any strat-
egy that includes trial and error to solve mechanical problems (Osiurak et al.
2013). By contrast, even healthy controls with poor technical-reasoning skills
have been found to be able to follow trial-and-error strategies, leading them to
use irrelevant tools to interact with the problems, and sometimes to find the
solution (i.e., reasoned trial and error). Their solutions were not complete
but at least partially complete, so that the interactions enabled them to
improve the initially generated solutions. Finally, only healthy controls with
good technical-reasoning skills spontaneously selected the appropriate tools
to perform the intended mechanical actions (i.e., full understanding of the
task; for additional evidence in Alzheimer’s disease and semantic dementia,
see Lesourd et al. 2016).
7 Creativity – and particularly its divergent-thinking dimension – is thought
of as the key ability in the production of new and original ideas (Guilford
1967). The link between innovation and creativity is straightforward. We
recently explored this link by assessing the divergent-thinking skills of partic-
ipants in a micro-society paradigm (De Oliveira et al. 2019). Participants’
technical-reasoning skills were also measured. As mentioned above, partici-
pants’ technical-reasoning skills were the best predictor of cumulative

16 Osiurak and Reynaud: The elephant in the room



performance. By contrast, divergent-thinking skills were negatively linked to
cumulative performance, suggesting that participants with high creativity
tended to produce ineffective productions. This finding suggests that innova-
tion is based on technical expertise, corroborating previous work on creativity
that has shown that knowledge is one of the most important factors of creativ-
ity (Simonton 2000). In sum, the hypothesis that technical reasoning supports
innovation is somewhat counterintuitive because it stresses that expertise mat-
ters much more in innovation than talent.
8 However, the presence of CTC in this study remains to be demonstrated
given the absence of an asocial-learning control condition in which a single
participant performed the 25 trials instead of five participants performing
five trials each (Mesoudi & Whiten 2008).
9 The development of theory-of-mind skills during childhood is not binary
(i.e., presence vs. absence) but follows a series of steps that have been well doc-
umented by Tomasello and colleagues (Tomasello et al. 1993; 2005). For this
reason, Tomasello and colleagues preferred not to use the term theory of mind,
which can refer to this binary dimension. Here, we will nevertheless use the
generic term of theory of mind.
10 The theory-of-mind hypothesis of CTC posits that humans and some great
apes might possess relatively similar cognitive skills for dealing with the phys-
ical world, but not the social world. Support for this idea comes, for instance,
from the study by Herrmann et al. (2007), who gave a battery of physical
(i.e., space, quantities, and causality) and social (i.e., social learning, commu-
nication, and theory of mind) cognitive tests to 2.5-year-old children and great
apes (i.e., chimpanzees and orangutans). Taken as a whole, findings indicated
that children outperformed apes only on social, cognitive tasks. However, a
thorough scrutinization of the data reveals that children were better than
great apes on three of the four causality tests, and particularly a test investigat-
ing the understanding of the physical properties of tools (e.g., selecting
between a stick cut in two pieces vs. an intact stick to retrieve an out-of-reach
object/food). The only causality test in which chimpanzees (but not orangu-
tans) outperformed children was a tool manipulation test, consisting of
using a stick to retrieve an out-of-reach object/food. This was also the only
test in the battery with only one trial. Indeed, the authors themselves acknowl-
edged in this study that 2.5-year-old children might be more skillful than the
apes in causality tests, but interpreted these findings as the potential general-
ization of theory-of-mind skills to the physical domain.
11 The opaque/transparent nature of an artifact should undoubtedly be
thought of as a continuous and not a dichotomic variable. However, for the
sake of clarity, we will consider it as dichotomic.
12 This virtuous circle can occur, in particular, when a single teacher accom-
panies a learner over time. The micro-society paradigms commonly used to
investigate CTC might not be appropriate for testing this virtuous circle
hypothesis, because social interactions are generally limited (i.e., a single inter-
action). A more appropriate design might be to propose repeated interactions
between a teacher and a learner separated by individual-learning periods. This
could help demonstrate that teachers’ theory-of-mind skills play an increas-
ingly important role in social transmission over time.
13 Wewill not address here the link betweenmetacognition and teaching because
it is very similar to the above discussion about theory of mind and teaching.
14 Henrich and Gil-White (2001) suggested that the formation of prestige
hierarchies could have emerged from the copy-successful-individuals strategy.
Individuals following this strategy may be selected to pay deference to success-
ful individuals in exchange for assistance and access in learning. Interestingly,
this deference behavior is a reliable clue as to which individuals possess adap-
tive knowledge (Laland 2004). Given that we will not discuss this deference
behavior in detail, we will use the terms prestigious and successful (particularly
in the technical domain) interchangeably.
15 Gergely and Csibra (2006) proposed a similar view, suggesting that the
sophistication of technology has progressively led to the building of artifacts
whose construction has become opaque for most individuals in the group.
This might therefore have provoked the emergence of “pedagogical” skills to
allow humans to transmit technical information even in the case of sophisti-
cated artifacts (see the author’s just-so-story).
16 In line with this idea, recent evidence shows that humans prefer to use
tools even when this is less effective than doing without them (Osiurak
et al. 2014; Virgo et al. 2017), a bias that has not been found in nonhuman
tool-using species (e.g., New Caledonian crows; Danel et al. 2017).
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Abstract

This commentary draws connections between technological cul-
ture emergence and recent trends in using assistive technology to
reduce the burden of Alzheimer’s disease. By the technical-
reasoning hypothesis, cognitively-impaired individuals will lack
the cognitive ability to employ technologies. By the technological
reserve hypothesis, social-motivational and cultural transmissi-
bility factors can provide foundations for using technology as
cognitive prosthetics even during neurodegenerative illnesses.

According to Osiurak and Reynaud (O&R), cognitive rather than
social mechanisms lead to technological culture emergence. Their
theory, which is focused on psychological and socio-cultural
explanations for technological culture development, also happens
to come at a critical time for addressing the real-world burden of
Alzheimer’s disease and related dementias.

It is estimated that by the year 2050, as many as 152 million
individuals across the world will be suffering from dementia
(Alzheimer’s Disease International 2018), causing substantial
impairments to daily life. For example, persons with dementia
may be unable to live safely alone, travel within their community,
or manage medications and finances. Each of these impairments
requires a concomitant increase in effort by informal caregivers
(typically, the spouse or child), a burden that comes at the cost
of caregivers’ physical and mental health (e.g., Gao et al. 2019).
However, at the same time as dementia prevalence and burden
are increasing, humanity’s cumulative technological culture is
producing innovative technologies that may help individuals com-
pensate for their impairments. Self-driving cars and ride share
apps might allow persons with dementia to travel relatively
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independently even when driving restrictions are in place; video
messaging and social media may relieve feelings of social isolation
and depression; smartphone devices can provide reminders for
prospective memory tasks such as taking medications and paying
bills; and smart home technology and wearables can monitor the
patient to mitigate safety issues such as falls and wandering
(Benge et al. 2020; Neves et al. 2019).

O&R’s theory on technological culture is thus timely for con-
sidering a concept we have termed technological reserve.
Technological reserve refers to the development of a culture and
environment of technology use in older adults that can buffer
against the impact of cognitive decline on day to day activities.
In a very tangible way, a technologically-rich environment and
culture may lessen the impact of neuropathological changes on
day to day activities for those afflicted with neurodegenerative
conditions, even without directly altering the disease itself.
Though O&R’s theory was intended to explain the development
of cumulative technological culture as a whole, at the level of
the individual, their theory provides a framework for understand-
ing both the challenges and the opportunities for technology and
dementia research.

O&R’s theory provides an explanation for the phenomenon of
reduced technology use with aging and age-related cognitive
decline (Span et al. 2013). Some have argued that social/attitudi-
nal processes are core to engaging older adults in technological
culture (Charness & Boot 2009). O&R though provided a stark
contrasting perspective that cognitive rather than social mecha-
nisms impact technological culture development, a view that we
believe explains trends in the technology and dementia literature.
For example, although social skills tend not to be grossly impaired
with normal aging – or even with cognitively-impairing condi-
tions – basic executive processes decline and this decline is asso-
ciated with a decreased use of common everyday technologies
(Wu et al. 2019). Furthermore, older adults who have greater lev-
els of cognitive impairment show less use (but not zero use) of the
breadth of digital technology available to them (Czaja et al. 2006).
By this interpretation of their theory, cognitive decline will relent-
lessly undermine technical reasoning, thereby leading to futility in
using assistive technology to improve the lives of persons with
dementia.

However, there is another, perhaps more optimistic, possibil-
ity. As the authors noted, cumulative technological culture is
transmissible. This implies that as technologically-savvy cohorts
age (i.e., people with early and long-instilled experience and
motor memories for smart systems), their established technology
habits can provide jumping off points for rehabilitative strategies
even in the midst of cognitive decline. In this way, vestiges of tech-
nical skills may exist as their disease progresses, which can be
leveraged into technology-based compensatory tools in clinical
settings. After all, the field of cognitive rehabilitation has long
noted that the most effective compensatory strategies tend to
build on skills and habits previously attained by the patient
(Sohlberg & Mateer 2017).

We need not wait though for the most technology-savvy
cohorts to reach older age to begin testing the concept of techno-
logical reserve (Lee et al. 2019). Two critical points have already
emerged on how to foster and optimize technology use for per-
sons impacted by neurodegenerative diseases. The first is evidence
that patients with cognitive disorders and their care partners
spontaneously report using the compensatory features on their
smartphones more than demographically-matched peers (Benge
et al. 2020). Thus, in the face of progressive cognitive decline,

individuals are already reaching toward technology to help
them compensate. Second, opportunities for social networking
may serve as an incentive for older adults to engage with digital
technology on a daily basis. Approximately half of patients report
using email every day (Benge et al. 2020) and 30–60% of older
adults have a social media account (Pew Research Center 2018).
These social features of technology help to reinforce engagement
with devices and cognitive-assisting systems. These positive trajec-
tories signal the development of a subculture in the aged that
remains technologically-engaged even in the face of cognitive
decline.

O&R’s astutely noted that people are “generators of solutions.”
As persons with dementia, their caregivers, and the broader
research field struggle with the oncoming wave of neurodegener-
ative illness, we are in need of humanity’s technical skills now
more than ever. There is an urgent need to understand how to
capitalize on technical-reasoning skills to build an environment
where individuals and their care partners can live well, even in
the face of diseases that rob the skills that gave rise to technolog-
ical culture to begin with.
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Abstract

Following the tradition of comparing humans with chimpanzees
placed under unfavorable conditions, the authors suggest many
uniquely human technological abilities. However, chimpanzees
use spontaneously tools in nature to achieve many different
goals demonstrating technological skills and reasoning contra-
dicting the authors contrast. Chimpanzees and humans develop
skills through the experiences faced during their upbringing and
neglecting this leads to fake conclusions.

The authors in their review of technological culture are proposing
a series of unique human abilities that seem to distinguish
humans from other animals. By doing this, they are following
an unfortunate tendency to erect “Golden Barriers,” as said
Stephen Jay Gould, to set us apart from the rest of the animal
kingdom. This is commonly done with a simple trick: Namely,
place the species compared with humans under unfavorable con-
ditions (Allen 2002; Bard & Leavens 2014; Rowe & Healy 2014).
The result being that humans always fare better. Thus, the real
“elephant in the room” is if this is science!
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In their otherwise thorough review, the authors base all their
comparative arguments on a few captive chimpanzee studies.
Whenever they mention results on wild chimpanzees they regu-
larly contradict them with captive experimental studies to which
they give priority. Why is such a comparison unfair?

First, all leading hypotheses about the evolution of cognition
have proposed the importance of ontogeny and socio-ecological
factors. This is true for the ecological-intelligence hypothesis
(Byrne 1997; Clutton-Brock & Harvey 1980), the social intelli-
gence (Dunbar 1992; Humphrey 1976), the cultural intelligence
(Byrne & Whiten 1989), as well as the eco-cultural hypotheses
(Boesch 2007; Carpendale & Lewis 2004; Segall et al. 1999).
Second, all studies evaluating the effects on cognition of the phys-
ical or social environment, as well as of experience, agreed to con-
clude that all these factors have a measurable positive effect on its
development (e.g., Bard & Leavens 2014; Buchanan et al. 2013;
Fares et al. 2013; Hackman & Farah 2009; Lambourne &
Tomporowski 2010; Leeuwen et al. 2014; Middleton et al. 2008;
Noble et al. 2015; Pike et al. 2018; Russell et al. 2011; Sallet
et al. 2011; Salvanes et al. 2013; Thornton & Lukas 2012;
Toyoshima et al. 2018).

Figure 1 illustrates how two different cognitive traits, such as
technical skills (trait 1, Sirianni et al. 2015; 2018) or spatial knowl-
edge (trait 2, Normand et al. 2009), could be affected by the eco-
logical complexity in which the individual lives. The strongly
limited access to objects in captivity has been shown to reduce
the development of an understanding of the function of tools
that could partially be improved with increased access to tools
(see Bania et al. 2009; Furlong et al. 2008), and will further be
favored in the wild where tools are of a real value (Sirianni
et al. 2015; 2018). Although, spatial skills will remain very limited
in captivity because of the strong space restriction of the environ-
ment (Premack & Premack 1983), they can develop in the wild
when foraging in kilometers-wide territories (Normand &
Boesch 2009).

The chimpanzees studied by Povinelli and Tomasello cited
extensively by the authors have for the first had only very limited
access to objects in an artificial small peer-group without any
adult models, whereas the second ones started in a medical
research center subject to invasive experiments before experienc-
ing better living conditions at the Leipzig zoo. As could have been

expected both groups of chimpanzees show striking deficiencies
in their understanding of tool function and integrity, notion of
weight, space as well as in the social cognition, like the absence
of cooperation and imitations (reviewed in Povinelli 2000; 2012;
Tomasello 2019b). Basing themselves on such human-shaped
chimpanzees and rejecting field observations if they disagree
with the formers, the authors built some nice dichotomy endors-
ing so-called human superiorities.

How would a fair comparison look like? What if free-ranging
socially natural living chimpanzees were compared with humans
living under similar conditions? In this way, natural differences
would be identified to understand the evolution of human
uniqueness. To restrict myself to technology, all chimpanzee
groups studied throughout Africa use flexibly extended tool kits
and often fashion the tools before use. Furthermore, they often
plan the future needs of tools resulting in tool transports, with
precise selection and/or modification of tools as a function of dis-
tance transported (Boesch & Boesch 1983; 1984; 1990; Boesch
et al. 2009; Estienne et al. 2019a; 2019b; Goodall 1968; 1970;
Luncz et al. 2012; Sanz & Morgan 2007; 2009; Sanz et al. 2004;
2009; Sirianni et al. 2015; 2018; Sugiyama 1994; Sugiyama &
Koman 1979). Mothers teach youngsters to stimulate the learning
of tools in different populations of chimpanzees (Boesch 1991;
Boesch et al. 2019; Musgrave et al. 2016; 2020). None of these
complex characteristics of tool use have been found in captive
chimpanzees. Just one example, Taï chimpanzees select an opti-
mal hammer out of an average of 16 available ones by considering
five factors, including weight, hardness, distance to the anvil, and
nut species, just by looking at them (Boesch & Boesch 1984;
Sirianni et al. 2015) and this selection is condition-dependent
on the distance to the nut-cracking site. This requires a complex
form of conditional reasoning combining visible and impercepti-
ble properties of the objects. New selections are repeated in
numerous new situations throughout the 5 months of the two
nut-cracking seasons (Sirianni et al. 2015). Sure, in the forest,
tools contribute to the survival of the animals, which is never
the case in a captive environment. The value of captive experi-
ments without any ecological validity has been amply critically
discussed in the literature (e.g., Boesch 2012; Rowe and Healy
2014; Smulders et al. 2010), but the authors seem not aware of
this.

Figure 1 (Boesch). The eco-cultural model for cognitive development:
Four main factors have been shown to affect the development of cogni-
tion in animals, including age, ecological complexity, social, and cultural
complexity. The potential effects of ecological complexity on two different
cognitive traits when animals develop in traditional captive conditions
(Ct), in environmental enriched captive conditions (Ce), or in the wild
(W) are shown.
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Comparisons with ecological and ontogenic validity would
lead to totally different results than the target paper. As a reviewer
of the paper, I informed the authors about the problem, but they
were allowed by the journal to ignore this and perpetuating the
simple trick to make humans look superior.
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Abstract

Osiurak and Reynaud argue that children are not a good meth-
odological choice to examine cumulative technological culture
(CTC). However, the paper ignores other current work that sug-
gests that young children do display some aspects of creative
problem-solving. We argue that using multiple methodologies
and examining how technical-reasoning develops in children
will provide crucial support for a cognitive approach to CTC.

Osiurak and Reynaud (O&R) claim that children do not possess
the technological expertise required to innovate new solutions
to problems and conclude it is debatable whether children are a
good “methodological choice” to examine cumulative technolog-
ical culture (CTC) (section 3.4). Indeed, children do struggle with
tasks requiring creative problem-solving and we agree that suffi-
cient technical-reasoning is required for innovation. However,
the paper ignores a growing body of research that suggests
some early innovative capacities and does not give adequate dis-
cussion to the early development of technical-reasoning skills.
Indeed, based on recent developmental evidence, we argue that
young children display some aspects of creative problem solving
under limited conditions. Understanding these constraints on
innovation in early childhood is key to understanding what is
developing.

O&R argue based on four developmental studies (Beck et al.
2014; Cutting et al. 2014; Reindle & Tennie 2018; Reindle et al.
2017) that young children are poor innovators. It is true that
young children’s innovation is limited when they have to innovate
over a short period of time (Beck et al. 2014; Cutting et al. 2014)
and with limited materials (e.g., a pipecleaner and string, or water
and cup) (Beck et al. 2014; Cutting et al. 2014; 2019; Ebel et al.

2019). However, young children can innovate new and effective
solutions when working in small groups (McGuigan et al.
2017), when they have prior experience with the task (Whalley
et al. 2017), when the task is open-ended and allows them to
use multiple manufacturing methods (i.e., reshaping, adding, sub-
tracting, and detaching) (McGuigan et al. 2017; Voigt et al. 2019),
and when they have plenty of time (McGuigan et al. 2017; Voigt
et al. 2019). In sum, young children appear to be able to explore
their way to a solution but seem restricted in their ability to come
up with the “right” solution in tasks that are more constrained
both in terms of time, materials, and manufacturing methods
(e.g., Beck et al. 2014).

Intriguingly, a similar pattern has been observed when exam-
ining the development of children’s hypothesis testing. When
faced with a surprising event or with surprising data, young chil-
dren deploy sophisticated exploration and search strategies, make
appropriate inferences, and test these hypotheses (e.g., Gopnik
2012; Gopnik et al. 2015; 2017). However, children struggle
until middle childhood (and even adulthood in some contexts)
to design controlled experiments that isolate causal factors
(Chen & Klahr 1999). Explicitly testing a hypothesis and solving
a specific technical problem are analogous in important ways
and children seem to solve both tasks around the same time.
Around 8-years-old, their problem solving in both contexts is
more flexible and targeted and less reliant on imitation and
exploration (Chen & Klahr 1999; Carr et al. 2016; Lucas et al.
2017). Given the cognitive overlap between designing an
experiment and developing an innovative solution to a technical
problem, the fact that scientific problem solving and innovation
follow similar developmental trajectories suggests that domain-
general developments (in addition to domain-specific knowledge)
may play an important role in constraining innovation in
childhood.

Some domain-general factors presumed to increase technolog-
ical reasoning can be tentatively ruled out. On more constrained
tasks (like the hook task) executive functioning (Chappell et al.
2013) including inhibitory demands, working memory, atten-
tional flexibility (Beck et al. 2016), and divergent thinking (Beck
et al. 2016) are not associated with innovation success rates. By
implication, young children are not failing to innovate because
of limits in their abilities to process information. Instead, their
ability to innovate may be constrained by their ability to make
connections between their prior knowledge and current tasks’
constraints (analogical reasoning, e.g., Gentner et al. 2016), by
their ability to consider how different steps could be taken to
solve a problem (advanced planning, Tecwyn et al. 2014), and
by improvements in children’s metacognition – their ability to
represent their own technical skills. This latter skill may be partic-
ularly important in allowing children to engage in more targeted
forms of innovation and thus may allow children to not only
explore their way to innovation but also to direct their way to
innovation (see Carr et al. 2016 for a similar proposal).

In conclusion, we agree with O&R that a suite of non-social
cognitive factors contribute to technological reasoning and inno-
vative thinking. We think that more work into understanding the
development of these cognitive factors in children is promising.
Specifically, we propose that further work examines the develop-
ment of cognitive factors in both open-ended and constrained
tasks. The cognitive skills required for either task may reveal mul-
tiple developmental pathways to innovation, such as via explora-
tion or through a more directive, analogical approach.
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Abstract

The target article reviews evidence showing that technological
reasoning is crucial to cumulative technological culture but it
fails to discuss the implications for the emergence of cumulative
cultural evolution (CCE) in general. The target article supports
the social view of CCE against the more ecological alternative
and suggests that CCE appears when specialised individual-
learning mechanisms evolve.

The target article offers a refreshing view on the question of the
origin of cumulative technological culture (CTC) by providing
evidence that CTC crucially depends on technological reasoning
and not so much on developed social-learning capacities.
However, the authors did not make explicit the wider evolutionary
consequences implied by their discussion. The origin of cumula-
tive cultural evolution (CCE) has been widely debated and the
subject of renewed research efforts, leading to two broad catego-
ries of theories, namely the ecological and the social views of
CCE. Let me outline them here briefly.

Under the ecological view, humans’ ancestors faced strong
selection pressure, potentially in the form of large and frequent
climatic changes (Richerson & Boyd 2005), to adapt to diverse
environments. This selection pressure resulted in the evolution
of enhanced technological-reasoning skills but also in more toler-
ant societies based on cooperation and more developed social-
learning mechanisms (e.g., imitation, teaching, and language)
that were necessary to acquire the skills to survive in these envi-
ronments. Crucially, although the ecological view recognises the
importance of technological reasoning, the adaptation to varied
environments (spatially and/or temporally variable) is realised
when technologies can spread and evolve through cultural trans-
mission (Boyd 2013). According to the ecological hypothesis,
CCE evolved in order to acquire new adapted behaviour rapidly
and efficiently, leading to the emergence of tools and technologies
that were beyond what a single individual could produce. Under
the ecological hypothesis then, CTC is the driving force behind
our success as a species capable of surviving almost any
environment and it is the source and the consequence of

dedicated social-learning mechanisms such as our unique
communication system based on language. This view receives
support, in particular, from experiments showing that more com-
plex forms of communication are essential to transmit complex
technological skills (e.g., Dean et al. 2012; Derex et al. 2019;
Morgan et al. 2015) and from modelling showing that cultural
transmission can evolve in certain unpredictable environments
(e.g., Rendell et al. 2010).

In contrast, the social view emphasises the importance and
complexity of human and non-human primate social relation-
ships (I am lumping here together the social brain hypothesis
[Dunbar 1992; 2012] and the Machiavellian-social-cultural intel-
ligence hypotheses [Byrne & Whiten 1988; Whiten & van
Schaik 2007)]. According to the social view, under, maybe the
same, pression from the environment, humans evolved larger
groups with more relaxed social relationships based on coopera-
tion and coordination but also more complex forms of relation-
ships and ways of communicating about them, giving rise to
theory of mind and language. Under this scenario, social learning
in humans evolved for “gossiping,” that is, for dealing with rela-
tionships in our large hierarchical groups. For the social view,
CTC is a by-product of the evolution of social learning: techno-
logical reasoning evolved independently to solve concrete prob-
lems, and cultural transmission did not evolve to spread
technological knowledge. Rather, the evolution of social-learning
capacities and a more relaxed sociality evolved for social reasons
and created an environment in which technology became cumu-
lative, as did many other behaviours in other social and non-
social domains. The social view stresses the complexification of
social cognition and social relationships among primates and
the natural continuity between communication in non-human
primates, used mainly to deal with social relationships, and theory
of mind and language in humans.

Is CTC the driving force behind the emergence of complex
forms of social learning? Or is it a by-product of the evolution
of social communication? The target article reviews evidence
showing that (i) technological reasoning is critical to produce
CTC, (ii) technological reasoning is a specialised cognitive mech-
anism in humans, and that (iii) minimal forms of social learning
(such as the exposure to the products of other individuals) are
sufficient to generate CTC. And although one may criticise the
difficulty of the experimental tasks (e.g., building spaghetti towers,
paper planes, and so on) used to test technological reasoning, it is
noteworthy that these simple tasks are already well beyond what
non-human primates can achieve. The target article’s conclusion,
that a difference in technological reasoning is at the origin of the
absence of CTC in non-human primates, not a difference in
social-learning mechanisms, therefore support the social view of
CCE. Furthermore, the fact that complex forms of social learning
do not seem to be necessary to produce CCE, combined to the
observation that CCE in non-human animals are in domains in
which they excel at learning (travelling routes for pigeons
[Sasaki & Biro 2017], songs in birds [Feher et al. 2009], memory
task of baboons [Claidière et al. 2014b], for instance), could sug-
gest that CCE appears when specialised individual-learning
mechanisms evolve.
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Abstract

I describe and explain (1) evidence regarding a key role for
autism spectrum cognition in human technology; (2) tradeoffs
of autistic cognition with social skills; and (3) a model of how
cumulative technological culture evolves. This model involves
positive feedback whereby increased technical complexity selects
for enhanced social learning of mechanistic concepts and skills,
leading to further advances in technology.

For a person on the autism spectrum, our elephantine world is
populated by sensations, systems, and objects, including other
humans considered as mechanistic “things” rather than animate,
mindful subjects. For a person on the psychotic spectrum, by con-
trast, lifeless things become animated with human thoughts and
intentions, whereas other humans induce paranoia through men-
talistic imagining run amok. Both of these conditions represent
extremes. But of what?

I argue here that the evolution of human cumulative techno-
logical culture has been driven by synergism of asocial, mech-
anistic, systemizing cognition, epitomized by autism spectrum
traits, with social, mentalizing, imaginative cognition, epitomized
in the extreme by psychosis. This argument represents an
extension, elaboration, and constructive criticism of Osiurak
and Reynaud’s (O&R’s) suggestion that human technical-
reasoning skills have been crucial for cumulative technological
culture.

I first describe the evidence that autism spectrum cognition is
associated with engineering, physics, and mathematics, whereas
psychotic spectrum cognition is associated with social imagina-
tion, the arts, and the humanities. In this context, I also explain
how and why traits on these two spectra tend to trade off with
one another, such that enhanced skills in one domain involve
reduced abilities in the other. Second, I present a model whereby
synergism between mentalistic and mechanistic cognition and
skills drives technological complexification though positive
feedback.

Evidence for positive associations of the autism spectrum with
STEM disciplines comes from several independent lines of
inquiry. Epidemiological studies have thus shown that persons
with professions in, or persons who plan to enter, STEM areas
show relatively high rates of autism among their relatives, com-
pared to controls (Baron-Cohen 1998; Baron-Cohen et al. 1997;
2007; Campbell & Wang 2012; Roelfsema et al. 2012; Spek &

Velderman 2013; Wei et al. 2013; Windham et al. 2009). By con-
trast, psychotic-affective disorders are linked with professions and
abilities in the arts and humanities (Kyaga et al. 2011; Nettle 2006;
review in Crespi et al. 2016).

Physical-engineering reasoning abilities, which align with
O&R’s conception of technical skills, have been quantified using
the Intuitive Physics Test (Baron-Cohen et al. 2001). Scores on
this task are higher among individuals with ASD than in controls
(Baron-Cohen et al. 2001; Binnie & Williams 2003; Jack & Gabriel
2013), and such individuals also show stronger “explanatory
drive” regarding physical systems than do controls (Rutherford
& Subiaul 2016).

These findings, coupled with relatively high fluid (compared
to crystallized) intelligence (Hayashi et al. 2008) and high “sys-
temizing” cognition (Baron-Cohen et al. 2011) in autism, positive
genetic correlations of autism risk with general intelligence
(reviewed in Crespi 2016), and the mechanistic nature of autistic
savant skills (Happé & Frith 2010), indicate that “high-
functioning” autism spectrum cognition is closely aligned with
human technical abilities. Indeed, autism is the only psychiatric-
psychological condition and variation to do so, to my knowledge.
So might individuals or groups with relatively more autism-
related traits have driven cumulative human technological
change?

Probably not, because technical expertise usually comes with
costs in social skills that would stymie social transmission.
Indeed, “folk physics” shows clear evidence of tradeoffs with
“folk psychology” (Baron-Cohen 2000; Baron-Cohen et al. 2001),
technical and visual-spatial skills trade off with social abilities
more generally in autistic as well as non-autistic individuals
(Crespi & Go 2015, Table 1), and autism is well known to engender
reductions in ability and/or motivation to imitate, emulate, inno-
vate, engage in joint attention, and, most broadly, enculturate
(e.g., Baron-Cohen 1993; Charman 2003; Colombi et al. 2009).
The existence of such tradeoffs vitiates the direct connection of
technical reasoning with imitation and innovation posited by
O&R as key to their model. The neurological sources of mechanis-
tic–mentalistic tradeoffs appear to stem in part from the anticorre-
lated nature of activation of the task-negative, default, social,
“imagination” brain activation mode with the task-positive,
problem-solving, mechanistic, “intelligence-associated” mode,
such that these two systems are incompatible (Jack et al. 2013),
and individuals (and the two sexes; Baron-Cohen et al. 2011) spe-
cialize in one cognitive domain at each point in time. Cognitive
tradeoffs are, crucially, missing from O&R’s conceptual scheme.
How might they be incorporated?

Synergism between technical and social abilities provides a
useful model for the evolution of cumulative technological cul-
ture. By this paradigm (Fig. 1), mechanistic and mentalistic abil-
ities complement one another within humans and in human
groups of sizes from two to many. Increases in human technical
skills, as may follow from greater fluid intelligence, complexify
and diversify human technology. These changes, in turn, generate
natural selection for better social-learning and social-
communication abilities, to transfer the improved technology
via teaching. Enhanced social learning, and enhanced technology
development, can thus coevolve via a positive feedback loop,
through synergisms between mechanistic and mentalistic thought.
Conceptually comparable positive feedbacks have been proposed
to explain many of the other major transitions in ecology, evolu-
tion, and behavior (Crespi 2004).
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The synergism model is supported by: (1) a recent study show-
ing that social learning in young chimpanzees is more highly scaf-
folded and structured in a more-technologically advanced chimp
population (Musgrave et al. 2020; Whiten 2020); (2) the human
micro-society studies that show enhancement of technology trans-
fer when technical and theory of mind skills are combined (e.g.,
Osiurak et al. 2020a); (3) a body of work showing that combina-
tions of autistic-like and schizophrenia-like traits can optimize
task performance (e.g., Abu-Akel et al. 2015); and (4) recent
cases of technological change in human societies, such as the syn-
ergism between Steve Wozniak, who showed many Asperger-like
traits (Wozniak 2007) and Steve Jobs, who has been ascribed a
suite of borderline and narcissistic traits, as well as a tendency
toward “reality distortion” more generally (Isaacson 2011).

This model should motivate micro-society work that tests for
effects of variation within groups in mechanistic (and autistic)
and mentalistic (and positively schizotypal) cognition and skills
in the origin and cultural evolution of technology. Such analyses
should also provide novel insights into the nature of cognitive
tradeoffs, their roles in psychiatric conditions, and their impacts
on how humans have evolved to reach pinnacles of both technol-
ogy and the arts.
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Abstract

Although we see much utility in Osiurak and Reynaud’s
in-depth discussion on the role of what they term technical

reasoning in cumulative culture, we argue that they neglect the
time and energy costs that individuals would have to face to
acquire skills in the absence of specific socio-cognitive abilities.

We commend Osiurak and Reynaud’s (O&R’s) in-depth discus-
sion of the role of what they call “technical reasoning” in cumu-
lative culture (CC). There is no doubt that humans engage in
complex forms of reasoning and a better appreciation of how
this works is crucial for understanding what set humans apart
from other animals. Contrary to what the authors suggest, Boyd
et al. (2011) and Derex et al. (2019) never claimed that reasoning
plays no role in CC. Rather they argued that the improvement of
culturally evolving technology is not necessarily tied to individu-
als’ level of understanding. Indeed, Derex et al.’s experiment
shows that, over successive overlapping generations, participants
produce increasingly efficient solutions despite exhibiting no
improvement in causal understanding. This does not mean that
causal reasoning cannot play a role in that process, but it shows
that increases in efficiency are not necessarily accompanied (or
even powered) by changes in individuals’ understanding. These
results illustrate the effects of the selective retention of beneficial
modifications across generations and stress the roles of social
learning and population-level processes in the emergence of adap-
tive cultural traits. That is not to say that the ability to reason has
nothing to do with CC. Asking whether CC could occur in the
absence of specific-reasoning abilities is an entirely different ques-
tion. O&R’s proposal that CC necessarily depends on species-
specific ability to technically reason about phenomena is both
timely and welcome. Unfortunately, the evidence and arguments
that the authors bring to bear in support of their hypothesis are
weak.

First, Osiurak and Reynaud overestimate the ability of individu-
als to extract relevant information byobserving artifacts alone. They
base their claims on a few experimental studies that showed that
even minimal social-learning mechanisms (such as reverse engi-
neering) can result in cumulative improvements. According to
them, “if signs of [CC] in reverse-engineering conditions are
observed in humans, then this suggests that human non-social cog-
nitive skills are sufficient for the emergence of [CC].”There are sev-
eral problemswith this argument. First, experimental investigations
of CC rely on relatively simple tasks that participants can solve in a
short period of time (Miton & Charbonneau 2018). As a result, the
amount of information that individuals can typically extract from
the observation of such simple experimental artifacts is unrealisti-
cally high and whether technical reasoning skills allow individuals

Figure 1 (Crespi). Model for the cognitive evolution of
cumulative technological culture.
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to infer substantial amounts of missing information about more
ecologically valid artifacts remains to be demonstrated. Moreover,
O&R neglect the fact that experimental settings typically allow sus-
tained and undisturbed observations maximizing the effectiveness
of reverse engineering. Even if we assume that technical reasoning
skills allow individuals to infer missing information, the usefulness
of such capabilities in natural settings might highly limited in the
absence of specific socio-cognitive abilities that give individuals
appropriate access to cultural artifacts. Finally, we would like to
point out that investigating information acquisition requires prop-
erly controlling for knowledge previously acquired by social learn-
ing. Indeed, O&R’s argument that information extraction is
mediated by individuals’ level of expertise suggests that they con-
flate information that was acquired during a specific learning
event with information that was acquired prior to this learning
event. To take O&R’s own example, showing that physics graduate
students listening to Einstein retainmore about the theoryof relativity
than individuals with no knowledge of physics might say less about
what individuals actually learnt than what they previously knew.

Another problem with O&R’s argument is their claim that
much can be learned by reverse engineering if learners can alter-
nate between periods of social and individual learning and that
socio-cognitive skills only boost CC. The fact that people can
learn much through trial-and-error learning does not imply
that socio-cognitive skills are unnecessary to CC. Even if we
assume that individual learners could build a traditional Inuit
kayak from a pile of driftwood and seal skins without learning
from others (which is unlikely to say the least) that does not
mean that they will do so in the absence of appropriate social sup-
port. More effective social-learning strategies do more than just
change the rate of CC. Individuals constantly face intense trade-
offs and so must allocate their time and energy strategically.
When learning costs are too high, individuals might not be able
to afford to acquire complex skills by themselves. Experiments
with children, for instance, show that they have difficulty innovat-
ing even simple tools even though they manufacture them easily
after being exposed to social demonstrations (Beck et al. 2011).
Moreover, being able to acquire a few skills through a combina-
tion of observational learning and individual leaning is not
close to good enough. In the Arctic, kayaks are only useful if indi-
viduals can also develop warm clothes, harpoons and all other
tools that their survival depends upon. Without appropriate
socio-cognitive capabilities, the acquisition of these skills would
require an investment in terms of time and energy that is way
beyond what individuals can afford.

Finally, we would like to point out that experimental research
has shown that toddlers are more likely to infer causal connections
when sequences of events are the result of human actions rather
than when they occur “naturally” without involving human inter-
ventions (Meltzoff et al. 2012). This means that reasoning skills
are likely to at least partially result from socio-cognitive abilities
that increase individuals’ opportunities to witness valuable events.
Furthermore, it suggests that hypotheses based on the role of rea-
soning skills should not be considered as alternative to those
based on socio-cognitive skills. A more fertile approach may be
to study how both types of abilities reinforce each other.
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Abstract

The argument that cumulative technological culture originates in
technical-reasoning skills is not the only alternative to social
accounts; another possibility is that accumulation of both
technical-reasoning skills and enhanced social skills stemmed
from the onset of a more basic cognitive ability such as recursive
representational redescription. The paper confuses individual
learning of pre-existing information with creative generation of
new information.

The target paper’s main thesis – that cumulative technological
culture originates primarily not in social learning but in technical-
reasoning skills – is consistent with results obtained with two
computer models, both of which show that cumulative cultural
evolution is possible in the absence of social learning (albeit at
a slower pace) but not in the absence of mental operations akin
to reasoning or creative cognition (Gabora 1995; 2008).
Variants of the target paper’s thesis have been proposed elsewhere
(see Overmann & Coolidge 2019). A competing theory not
addressed in the target paper is that the cultural accumulation
of both technical-reasoning skills and enhanced social skills
stemmed from the emergence of some more basic cognitive abil-
ity. This theory enjoys support from psychology, anthropology,
archeology, neuroscience, and genetics, and multiple versions of
it (some not mutually inconsistent) have been proposed. Hauser
et al. (2002) attribute cumulative culture to the capacity for recur-
sion, as does Corballis (2011), who also emphasizes mental time
travel: the capacity to think about events not occurring in the pre-
sent. Others have argued that the general cognitive ability under-
lying cumulative culture was the onset of a self-triggered recall
and rehearsal loop (Donald 1991), relational reinterpretation
(Penn et al. 2008b), conceptual fluidity (Mithen 1996b), concep-
tual blending (Fauconnier & Turner 2008), or something
Chomsky (2008) called “merge.” Our own two-step theory attri-
butes cumulative culture to the onset of representational rede-
scription followed by the capacity to shift between the
convergent and divergent modes of thought, culminating in the
emergence of an integrated internal model of the world
(Gabora 2018; 2019; 2020; Gabora & Smith 2018; 2019; Smith
et al. 2018). Thus, although Osiurak and Reynaud (O&R) position
their technical-reasoning theory as the only alternative to social
explanations for cumulative technological culture, they fail to con-
sider theories that attribute it to the onset of a more general
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cognitive ability. Many of the arguments O&R put forward in
support of their theory are also compatible with, and supportive
of, theories that attribute cumulative culture to a cognitive ability
that paved the way for complex cognition in both the social and
technological domains.

The authors highlight the distinction between sequential
mechanical actions and combined mechanical actions, and
between combined mechanical actions and genuine innovations
(e.g., when they write “innovation in humans might primarily
result from technical combinations rather than from novel inven-
tions”). However, novelty does not depend on whether or not the
elements are sequential (after all, notes of a song are sequential),
nor is it something so simple as whether or not they are com-
bined. The degree of novelty depends on the structure of the com-
bination. The idea that nothing is truly new because innovation
merely involves combining pre-existing elements was discredited
decades ago with the discovery of emergent properties in concept
(or word) combinations (Osherson & Smith 1981), which have
been shown to be not just present, but ubiquitous (Hampton
1987; Storms et al. 1998). Indeed, there is a field dedicated to
studying, empirically (e.g., Scotney et al. 2020) and mathemati-
cally (e.g., Aerts & Gabora 2005a; 2005b; Aerts & Sozzo 2014;
Bruza et al. 2012) the kinds of structure that emerge in
combinations.

Throughout the paper, the authors espouse a sharp distinction
between social and asocial learning (e.g., they write, “social vs.
asocial learning”). However, consider the following scenarios for
how a child learns to peel a banana: (1) by watching a sibling
peel a banana, (2) by watching a monkey peel a banana, (3) by
watching a cartoon monkey peel a banana, (4) by watching the
petals of a smiley-faced cartoon tulip unfold, and (5) by watching
the petals of a real tulip unfold. Where did we cross the line
between social and asocial? One is forced to view social and aso-
cial learning as ends on a continuum. The authors also assume
that imitation and emulation are uniquely associated with social
learning, but ask children in a theater or dance class to imitate
leaves blowing in the wind and they know exactly what to do.
(Indeed, efforts to emulate nature have given rise to much of
what constitutes human culture.)

Related to this is a confusion in the paper between individual
learning and creative cognition. Individual learning involves
obtaining pre-existing information from the environment through
asocial means (e.g., learning by oneself the distinctions between
different kinds of butterflies), whereas creative cognition involves
generating ideas, behavior, or artifacts that did not previously exist
(Gabora & Tseng 2017). This is important; supplying raw infor-
mation is not the same as mental operations on this information.
Individual learning and creative cognition contribute to cumula-
tive culture in distinct, yet, complementary ways: the former
(along with social learning) provides data about the world (e.g.,
discovery of electricity), and the latter brings something new
into the world (e.g., invention of the flashlight). The distinction
enables us to demarcate transition points in the evolution of com-
plex cognition and in trajectories of actual technological lineages
(Gabora & Steel 2017; under review; Gabora et al. 2011; Veloz
et al. 2012).

The authors curiously state that “working memory is not a
cognitive mechanism that is used to generate content,” but if so
then where is content generated? Although incubation, intuition,
and subconscious processing play a role in creative cognition (e.g.,
Bowers et al. 1995), the notion that generative capacities do not
require working memory contradicts decades of research on the

psychology of creativity. The authors also refer to “trial-and-error
strategies that are not random but reasoned,” but if the learning is
“reasoned” then by definition it is not “trial and error.”

It would be interesting to test the authors’ hypothesis that
“opaque” artifacts require more social learning for their transmis-
sion. Their notion of “opacity” is reminiscent of Bateson’s (1979)
notion of affordances, except that affordances arise dynamically in
the interaction between observer and observed. We believe this
distinction is important; those who contribute most to culture
may be those who see possibilities that others miss.
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Abstract

Osiurak and Reynaud do not explain the evolutionary emer-
gence and development of the elephant in the room, that is,
technical cognition. We first argue that there is a tight correla-
tion between the evolution of cumulative technological culture
(CTC) and the evolution of reasoning about abstract forces.
Second, intentional teaching plays a greater role in CTC evolu-
tion than acknowledged in the target article.

Boyd et al. (2011) created a divide between the “cognitive niche
hypothesis” (e.g., Barrett et al. 2007; Pinker 2010) and the “cul-
tural niche hypothesis.” They define the cognitive niche in
terms of evolutionary psychology as studied by Cosmides and
Tooby (2001) and their followers. In our view, this delimitation
amounts to a very restricted account of cognition. Thus, we
agree with Osiurak and Reynaud (O&R) that research concerning
the so-called cultural niche has a strong tendency to ignore tech-
nical reasoning skills. In this respect, we also see the elephant in
the room.

However, O&R do not account for the evolutionary emergence
and development of “the elephant.” In section 2.2.1., paragraph 1,
they write that “CTC emerges in humans because we possess the
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‘dormant’ technical potential” that other animals do not have, but
they provide no explanation of how this dormant potential has
arisen (with tongue in cheek we remind the authors of the “virtus
dormitiva” in Molière’s Le Malade imaginaire). Here, we provide
a discussion on two topics that we see may help explain where the
elephant comes from.

First, there is a tight correlation between the evolution of
cumulative technological culture (CTC) and the evolution of
causal cognition. We regret that O&R (footnote 4) use the term
“technical cognition” instead of “causal cognition,” which is
more common and more accurate for the topics they consider.
There is co-evolution between technical engagement in the
manufacturing and use of tools, and advanced forms of causal
cognition in the human lineage. Human causal thinking has
become detached from space and time, so that instead of just
reacting to perceptual input, our minds can simulate actions
and forces and their causal consequences. Unlike the situation
for other primate species, an increasing emphasis on technical
engagement made some hominins capable of reasoning about
causal processes, for example, forces involved in tool use
(Gärdenfors & Lombard 2018). Tools extend the action field
and action control of the users (Arbib et al. 2009). Because
even the reactive fields of hand neurons are extended to the
hand together with the tool, the use of tools is assimilated not
only into the body schema, but also into neural circuits that effect
cognition (Bruner & Lozano Ruiz 2014; Maravita & Iriki 2004).
Thus, the way we think is profoundly rooted in and shaped by
technical engagement. As an extension of these mechanisms,
human causal cognition has evolved to become detached from
what is present here and now, so that instead of simply reacting
to perceptual input, our minds can simulate actions and forces
and their causal consequences (Gärdenfors & Lombard 2018;
Penn & Povinelli 2007). Such understanding of forces forms the
core of what O&R call technical-reasoning skills. Furthermore,
causal thinking has become increasingly dependent on having a
theory of mind (Lombard & Gärdenfors 2017; Stuart-Fox 2014).
In our opinion, an explanation of CTC should, at least in part,
be based on the co-evolution between technical competence and
causal cognition.

Second, intentional teaching plays a greater role in the evolu-
tion of CTC than acknowledged by O&R, who claim that teaching
might “not be the necessary condition for CTC” (sect. 3.3, para. 4)
(in line with Derex et al. 2019). Several studies, however, empha-
size the importance of intentional teaching – as opposed to learn-
ing by imitation only – in cultural transmission when learning
complex, cognitively opaque skills such as the making of elaborate
stone tools (d’Errico & Banks 2015; Gärdenfors & Högberg 2017).
Indeed, intentional teaching is a fundamental human behavior,
and from early childhood and onward humans cannot help teach-
ing each other (Riede et al. 2018). Cross-cultural research under-
lines that it is indeed in economically and culturally highly valued
domains where teaching is emphasized (Kline 2015), so that
teaching is clearly beneficial for the transmission of technical
knowledge.

Teaching is not only the presence of verbal interaction as in
O&R’s Table 1, line 3. And there are two kinds of “observation”
(Table 1, line 2): one where the learner is observing a model per-
forming a task without directing itself to the learner. This is typ-
ically the case in chimpanzee nut-cracking (Lombard et al. 2019).
The second type is where a learner is observing a teacher inten-
tionally demonstrating or pantomiming how a tool is used or
manufactured, which considerably improves the student’s

learning process (Gärdenfors & Högberg 2017). Combined with
verbal explanation of the hidden forces involved in performing
the task, the learner can gain deeper understanding of the process
and thereby be able to generalize and innovate. This process is
also strengthened by the development of more advanced forms
of a theory of mind in teachers and learners.

Many animal species have highly complex social structures, yet
none has become obligatory stone tool users (Shea 2017; Zilhāo
2019), nor serial inventors and innovators of technologies as
part of their survival mechanism the way humans have. For us,
no separatist explanatory framework suffices for addressing “the
elephant,” or as O&R put it “the increase in the efficiency and
complexity of tools and techniques in human populations over
generations.” Instead, it is necessary to be increasingly aware of
the fact that throughout our long evolutionary history there
may have been different contextual emphases on a range of
push and pull factors at play.

In short, we agree with O&R that CTC is both a social and
technological phenomenon. But it is our view that the techno-
behaviors that evolved along hominin lines cannot be maintained
without intentional teaching, making them part of a cultural
niche. At the same time, we argue that there is a co-evolution
between technology and more and more advanced forms of causal
cognition; and that theory of mind is a critical social cognition
component of the causal cognition system so that in humans
the cultural niche cannot be separated from the cognitive niche.
From an evolutionary perspective, O&R’s assumption “that
cumulative technological culture originates in non-social cogni-
tive skills” is thus as limiting as the notion that causal understand-
ing did not play a role in the development of culturally evolving
technology (Derex et al. 2019).
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Abstract

The debate on cumulative technological culture (CTC) is domi-
nated by social-learning discussions, at the expense of other cog-
nitive processes, leading to flawed circular arguments. I welcome
the authors’ approach to decouple CTC from social-learning
processes without minimizing their impact. Yet, this model
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will only be informative to understand the evolution of CTC if
tested in other cultural species.

Osiurak and Renaud defend the bold position that the invention
of cumulative technological culture (CTC) does not depend so
much on social processes than on intrinsic cognitive abilities, or
technical-reasoning skills (TRS). This is clearly bold, because
their position goes against the most dominant schools of
thoughts, represented by Boyd and Richerson (Richerson &
Boyd 2005), Tomasello (e.g., Tomasello et al. 2005), their associ-
ates, and many others in the field, who explain the emergence of
CTC through particular social-learning processes such as imita-
tion and teaching (Tennie et al. 2009). I very much agree with
the authors that too much weight has been given to social-
learning processes at the expense of other cognitive mechanisms,
leading to circular arguments that only grant CTC to species dis-
playing both imitation and teaching, and therefore excluding all
nonhumans from CTC by definition (Gruber 2016). Yet, although
I am supportive of decoupling CTC from its social components
and generally agree that TRS must occupy a central place in the
debate, this discussion should not be limited only to modern
humans. Although the authors discuss intriguing findings in
some nonhuman species at the beginning of section 2, they
soon assert that (all) nonhumans have limited cognitive abilities
connected to tool use, following Vaesen (2012), and evacuate
rather than solve the problem of CTC in nonhumans. More prob-
lematically, the wording changes throughout the article, with CTC
“at best, minimal in nonhumans” (sect. 2.2.1., para. 1) becoming
completely “absent” (sect. 2.2.4., para. 1). There is, yet, a crucial dif-
ference between absence and acknowledging that some nonhuman
behavioral variation is close to CTC, triggering discussion of limi-
tations. In particular, such limitations probably applied to our early
hominin ancestors, which are themselves seldomly discussed by the
authors. This is problematic because these hominins likely built the
foundations of our amazing and unparalleled CTC on the existing
biological building blocks. In fact, the refocus on TRS could be a
good way to approach behavioral continuity for CTC. My com-
ment, thus, aims to extend the model of the authors to nonhumans,
allowing sustaining an evolutionary continuity with our own
ancestors.

Although impressive findings in animal tool cognition are dis-
cussed, they are only used to promote the idea that nonhumans
are cognitively limited to understand their own tool use (sect.
2.1, para. 2). This position fails to acknowledge the large inter-
and intra-specific variation between animal species, which is in
fact suggestive of different cognitive skills, even within the same
population, not so different than what the authors propose for
modern humans. Failing to acknowledge differences in animal
tool use from the most constrained and hardwired to the most
“creative,” as proposed by Call (2013), appears to me a biological
mistake. In addition, starting from a null hypothesis where tool
use might be cognitive to some extent in some species appears
theoretically more sound in terms of evolutionary continuity,
without hindering the fact that human tool use plays in a whole
different category. I will exemplify this with one particular prop-
erty of CTC: opacity, which the authors discuss in the context of

theory of mind. Opacity, following Csibra and Gergely (2009;
2011), has been hailed as a marker of CTC in humans, as opposed
to apparent “transparent” animal cultures. Yet, some animal cul-
tural traits, such as termite-fishing in the Goualougou chimpan-
zees (Pan troglodytes, Sanz et al. 2009), combine complexity
with limited information for the new learner to acquire visually
(or “transparently”). Intriguingly, a recent report shows that this
community displays more scaffolding of knowledge compared
to a community with less complex tool use (Musgrave et al.
2020). In field experiments with wild chimpanzees in Uganda,
stick-savvy Kanyawara chimpanzees did not evaluate sticks as
opaquely as the stick-less Sonso chimpanzees (Gruber et al. 2009;
2011). Even more surprisingly, in the same experiment, male
bearded capuchin monkeys (Sapajus libidinosus) do not evaluate
sticks with the same opacity as females (Cardoso & Ottoni 2016).
Hence, there is evidence of variation in cognitive opacity between
individuals across and within nonhuman species.

Given these results, it seems difficult to argue that modern
humans are completely unique in having cognitive tool use, and
subsequently, CTC. If this were true, then, an important question
would be to determine when it occurred during our evolution.
The classic view, heavily biased towards social learning, sees
CTC mostly arising around the Acheulean period: It is argued
that the complexity of bifaces makes it necessary for imitation
to have been present to allow conserving the regularity in manu-
facturing these tools (Morgan et al. 2015). Yet, imitation is also
used to justify the subsequent stasis that is observed for more
than a million year (Tennie et al. 2017), being in fine responsible
for both fostering and stalling technological progress. This illus-
trates that imitation or advanced social-learning skills remain
mostly convenient one-fits-all explanations in the circular reason-
ing mentioned above. If, as proposed by the authors, one discards
the idea that social mechanisms such as theory of mind or meta-
cognition are essential to CTC and should rather be seen as
“boosters”; and one agrees, as I argue here, that there is some
kind of cognitive technological skills in nonhumans, there is
much less of a theoretical conundrum regarding the appearance
of sudden cognitive skills uniquely in the human lineage that
allowed CTC to emerge. In addition, the problem of stasis men-
tioned above is no more about social learning, but rather about
cognitive limitations. As illustrated by the authors, TRS also
allows testing CTC with neurological data: If the endocasts of
early possible human ancestors suggest that the parietal areas
responsible for a cognitive appraisal of tools were already devel-
oped (Bruner 2018), we may conclude that CTC was already pre-
sent in these species. The same reasoning could be applied to
nonhumans that have controversially been granted CTC to assess
whether homologous (Hopkins et al. 2017) or analogous brain
structures (e.g., for corvid species) may indeed sustain CTC in
nonhumans, offering an alternative but complementary evolu-
tionary route to explain the unique rise in behavioral complexity
in our lineage.
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Abstract

Osiurak and Reynaud offer a unified cognitive approach to
cumulative technological culture, arguing that it begins with
non-social cognitive skills that allow humans to learn and
develop new technical information. Drawing on research focus-
ing on how children acquire knowledge through interactions
others, we argue that social learning is essential for humans to
acquire technical information.

Drawing from research and theory from variety of disciplines,
Osiurak and Reynaud (O&R) offer a unified cognitive approach
to cumulative technological culture, arguing that it begins with
non-social cognitive skills that allow humans to learn and develop
new technical information. We agree with the authors that tech-
nical reasoning can be considered a critical part of cumulative
technological culture. However, although it is important to con-
sider non-social cognitive skills, here, we argue that social learn-
ing is essential for humans to acquire technical information. Thus,
an examination of developmental psychological research focusing
on how children acquire knowledge through interactions with
others is critical to understanding why social mechanisms are a
central part of children’s technical reasoning skills.

Children are curious learners who actively seek information
from others, often caregivers. At an early age, infants have the
capacity to engage in social referencing, using eye gaze (e.g.,
Brooks & Meltzoff 2015), affective facial expressions and pointing
to get an adult’s attention (e.g., Butterworth 2003) and decide
what to do in a situation. As children’s linguistic abilities develop,
children use questions and explanations from caregivers to
acquire knowledge (e.g., Butler et al. 2020; Chouinard 2007;
Frazier et al. 2009; Harris 2012; Harris et al. 2018; Kurkul &
Corriveau 2018; Ronfard et al. 2018). More specifically, children
use testimony from adults to learn about a variety of topics
including scientific (e.g., Callanan & Oakes 1992; Tabors et al.
2001; Willard et al. 2019) and mathematical information (e.g.,
Hanner et al. 2019; Levine et al. 2010; Ramani et al. 2015). This
is especially true when children are learning about scientific phe-
nomena that are challenging to understand through first-hand
observation alone such as the shape of the earth or the existence
of germs. Similarly, acquiring an understanding of scientific pro-
cesses such as electricity often require more than first

hand-observation because the mechanisms are sometimes opaque
or associated with a time delay (Corriveau et al. 2016; Harris &
Corriveau 2014; Harris & Koenig 2006).

Moreover, children often rely on information from others to
enhance their first-hand understanding of mechanisms underly-
ing a causal process (Callanan & Jipson 2001; Crowley & Siegler
1999; Crowley et al. 2001a; 2001b; Haden 2010). To date, a sub-
stantial number of studies have found that through interactions
with children, adult explanations serve as a source of information
that significantly contribute to children’s scientific understanding
and learning (e.g., Jipson et al. 2016; Lombrozo et al. 2018;
Vasilyeva & Lombrozo 2018; Willard et al. 2019). Through par-
ent–child conversations, children learn about causal mechanisms,
demonstrate how to generate as well as test hypotheses and share
important mechanistic information, all of which enhances 4- and
5-year-old children’s ability to transfer knowledge to subsequent
scientific activities (e.g., Kurkul et al. under review; Leech et al.,
in press). In their target article, O&R propose that cumulative
technological culture emerges because of humans’ non-social cog-
nitive skills. Although technical reasoning, especially the ability to
generalize what is learned from one situation to another one, is a
fundamental part of the humans’ capacity to develop new tech-
niques or knowledge, we argue that these skills develop through
interactions with others, suggesting that social mechanisms are
integral to cumulative technological culture.

In sum, the unified cognitive approach to cumulative techno-
logical culture highlights the importance of technical reasoning
skills in humans’ ability to acquire and develop new content.

However, only focusing on the cognitive structures under this
framework does not account for the fundamental role of social
learning in the emergence of children’s technical reasoning skills.
We argue for a more integrated approach to cumulative technical
culture, grounded in sociocultural theory (e.g., Vygotsky 1978).
Such an approach should highlight the important cognitive skills
children bring to bear to acquire technical information, yet also
recognize that most learning situations occur in interactions
with others. Thus, children’s knowledge is strengthened through
conversations with and observation of others.
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Abstract

Osiurak and Reynaud’s account of human tool cognition misses
key element: human capacity for functional representations and
teleological inferences. I argue that the teleofunctional approach
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accounts better for some features of human tool cognition and
points to a viable candidate for the cognitive “difference-maker”
behind human technological success.

Osiurak and Reynaud (O&R) characterize human tool cognition –
that is, cognitive skills underpinning human tool use and cumula-
tive technological culture – solely in terms of technical reasoning
defined as physical-problem solving on the bases of mechanical
knowledge. Here I argue that O&R’s account of human tool cogni-
tion is inadequate because of the omission of human propensity for
functional representations.

Functional representations allow people to conceive of some-
thing (an object or an event) in relation to a future end-state,
which they interpret both as effect of and explanatory factor for
what they represent. This way actions and tools are interpreted
as means toward ends, which are goals of actions. Such functional,
or teleological, representations are present in the written record
since antiquity (Aristotle), ubiquitous across cognitive domains
in humans (Kelemen & Rosset 2009; Rose & Nichols 2019;
Talanquer 2007) and evident from early on in human infancy
(Gergely & Csibra 2003; Hernik & Csibra 2015; Liu et al. 2019).

Propensity for functional representations is not just a missing
element in O&R’s presentation of human tool cognition.
Teleofunctional account (Casler & Kelemen 2007; Hernik &
Csibra 2009), which posits functional representations as the key
element of human tool cognition, does overall a better job
explaining some aspects of it, than O&R’s account focusing on
technical reasoning alone does.

First, the teleological account allows for a more accurate char-
acterization of everyday instances of tool-use. Technical-reasoning
account presents them as instances of physical-problem solving,
which results in selection of a tool and a way to operate it.
Teleofunctional account allows for characterizing them simply
as instances of goal-directed action involving tools. Some
instances of goal-directed tool use certainly involve solving phys-
ical problems and decision processes described by O&R (e.g.,
selecting the screwdriver with the tip small enough to fit the
screw’s aperture, or making do with a blade of a small knife
instead). But remarkably, human tool use does not have to be
always preceded by mental simulations and selection processes
envisaged by O&R. This is because humans form enduring func-
tional representations of tools, where they conceive of any tool as
being for doing something, that is, as a means to a certain type of
goal. Humans indeed tend to use right tool for the job, but not
because they go every time through the process of inferring the
right means for the end. Rather, because they tend to use the
tool for the job, that is, the tool that they already represent as
the means to the goal that they intend to achieve. Propensity to
rely on functional representations underlying tool-kinds is present
also in cases of genuine physical-problem solving, as evidenced by
so-called functional fixedness. Solving physical problem takes
more time if it requires using an object to achieve a goal that dif-
fers from its already represented function (e.g., German & Barrett
2005).

Second, the teleofunctional account allows for a fuller charac-
terization of inferences that humans can draw in the domains of
tools and actions. We do engage in reverse engineering in the
sense discussed by O&R, namely attempting to find out how

does the tool do what it does. And we do engage in inferring
means for the given ends, like in the tool-selection processes
described by O&R. In both cases O&R are right in pointing to
the role of naïve mechanical principles in these processes.
However, what O&R’s account does not recognize is that
causal–mechanical principles alone do not provide sufficient con-
straints on such inferences. And for a simple reason: any state is
compatible with a myriad of hypothetical causes and a myriad of
hypothetical effects. Human cognition obviously resolves such
inferences. However, it does so by relying on assumptions,
which reach beyond the mere causal–mechanical principles, but
are part and parcel of teleological representations, namely expec-
tations of efficiency and optimality (Csibra & Gergely 2007;
Dennett 1990). Moreover, in addition to finding means for
ends, humans engage also in the complementary inferential pro-
cess and can find out the ends, when the means are given. A clear
example of this in the action domain is goal anticipation
(Southgate & Csibra 2009). In the tool domain, this inverse tele-
ological inference allows humans to infer what goals the object at
hand facilitates achieving and thus to form hypothesis about its
function (Csibra & Gergely 2007).

Third, the teleofunctional account has better prospects of
explaining development of tool knowledge, especially given the
fundamental cognitive opacity (Gergely & Csibra 2006) of tools
and tool-use to the young observers. Rather than predicting that
development of tool-knowledge has to track development of
mechanical knowledge, teleological account predicts that it tracks
capacity for teleological and functional representations. In other
words, it predicts that even young human infants, despite poor
capacity for tool-use and despite lack of detailed mechanical
knowledge are nevertheless well equipped with the cognitive
structures needed to learn about tool functions and tool kinds,
because they are capable of representing means-end relations
between actions and goals (Hernik & Csibra 2015).

Recognition of the human capacity for functional representa-
tions and teleological inferences is missing from the O&R’s
proposal, or perhaps it is only tacit in it. This is a striking omis-
sion for two reasons. First, these cognitive capacities are arguably
prerequisites of the human technological success. They enable
constrained inferences of means from ends and ends from
means. They can support learning from observed instances of
tool-use by extracting the key means-end-relations with only cur-
sory understanding of the underlying causal relations. They
enable ascribing lasting value to unused tools by representing
them as means for future goals. Second, even though non-human
primates may engage in teleological inferences (Rochat et al.
2008), there is only limited evidence that they may form
end-from-means inferences, lasting functional representations of
tools (Mulcahy & Call 2006) and function-based tool categories
(Gruber et al. 2019). Thus, the human teleofunctional representa-
tions are at least as good a candidate as the technical reasoning
skills are for the cognitive “difference-maker” behind the
human cumulative technological culture that O&R are after
(Hernik & Csibra 2009).
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Abstract

We argue that Osirak’s and Reynaud’s technological-reasoning
hypothesis raises conceptual and methodological challenges.
Interrelations between technical potential and expertise leave it
unclear exactly what the technical-reasoning hypothesis encom-
passes. We submit that it is compatible with a range of hypoth-
eses that are difficult to differentiate empirically.

Osiurak and Reynaud (O&R) draw attention to “the elephant in
the room”: an overlooked set of cognitive mechanisms that
could explain cumulative technological culture (CTC) in human
populations. In particular, their technological-reasoning hypothe-
sis states that all humans possess unique, non-social cognitive
skills, dubbed their technical potential, “enabling them to acquire
and generate a great – perhaps infinite – amount of technical
information,” dubbed their technical expertise (sect. 1, para. 3).

There is no doubt that technical-reasoning skills play a role in
CTC. Knowing how to design or use artifacts crucially involves
understanding how sequences of actions affect physical
mechanisms: humans deliberately press buttons, stir mixtures, or
flip switches in order to trigger, affect, or terminate processes in
our devices. Such action sequences, codified in recipes or userman-
uals, resist specification in terms of separate motor actions; rather,
the technical information or expertise involved in use and design
can be analyzed in terms of interdependent sets of actions or
plans (Houkes & Vermaas 2010). There is, moreover, no doubt
that one’s repository of technical information may increase over
time, for instance through the application of technical-reasoning
skills to episodes of successful use: one may come to recognize
which actions reliably lead to which results by means of which arti-
factual physical mechanisms. Conversely, expertise may improve
technical-reasoning skills. Through (reflection on) repeated use,
one may enhance skills for specific technologies (improved causal
reasoning), or may discern similarities between technologies
(improved analogical reasoning).

Accepting these interrelations between technical potential and
expertise leaves it unclear, however, exactly what the technical-
reasoning hypothesis encompasses. Conceptually, it is compatible
with a range of hypotheses that, methodologically, are difficult to
differentiate empirically.

At one extreme, one may hypothesize that technical reasoning
(i.e., human technical potential) may be necessary for CTC, but
that this potential remains elementary in virtually all of us, despite
growing technical expertise. Both simple and sophisticated reci-
pes, for instance, are comprised of relatively elementary mechan-
ical actions such as “stirring” and “cutting,” which are not too far
above the level of motor actions. At the other extreme, one may
hypothesize that technical potential grows in tandem with

technical expertise: expert pianists may discern action-result pat-
terns that are beyond the capacities of any novice, both in terms of
describing higher-order mechanical actions and in terms of per-
ceiving produced effects.

The range of hypotheses is increased further by considering
the role of social (cognitive) mechanisms. Technical expertise
grows in part because of mentoring and social interaction, as
we guess O&R would agree with. Still, it is conceivable that we
may acquire great expertise in, say, cycling exclusively through
individual use and technical reasoning skills – where such reason-
ing skills may, in turn, be relatively stable over time or, rather,
vastly improve. Conversely, one may hypothesize that social
interaction is necessary for increased expertise, or for acquiring
a certain level of expertise. Furthermore, one may differentiate
these hypotheses according to different types of technologies:
the interaction between technical potential, expertise, and social
interaction may be different for, say, cooking than it is for, say,
civil engineering.

In light of this, we submit that the main contribution that
O&R have made is not so much substantiating one particular
hypothesis (viz., their technological-reasoning hypothesis) as
revealing a large range of hypotheses regarding the mechanisms
that underlie CTC.

By consequence, much care is required, conceptually, to distin-
guish between various possible hypotheses. Notions such as
“potential” and, in particular, “expertise” easily give rise to confu-
sion or to trading on ambiguities: “expertise” may refer to, among
other things, a body of more or less codified knowledge, or to
skillful use (thus including technical-reasoning skills). Moreover,
each hypothesis within the range of aforementioned hypotheses
requires careful formulation. It will not do, for instance, to
argue that CTC may result from technical-reasoning skills alone
by simply providing evidence that the latter necessarily comple-
ment social cognitive mechanisms.

Methodologically, enlarging the range of hypotheses has more
problematic consequences. Once appropriately formulated and
disambiguated, many more hypotheses turn out to be compatible
with the available evidence than most parties in this debate appear
to realize. We may reasonably claim that technological-reasoning
skills play a role in CTC, but this leaves open many issues:
whether technological-reasoning skills are more than a necessary
complement to social-cognitive mechanisms; how these skills in
humans can be characterized independently of growing expertise
and social interaction; and to what extent these skills are global or
specific to technological domains. Moreover, these issues are not
just unresolved at present – it is difficult which evidence could
speak in favor or against, say, claims that technological-reasoning
skills alone (i.e., without social interaction) suffice for attaining
large, “perhaps infinite” levels of expertise.

To be sure, that the available or possible evidence may under-
determine explanatory hypothesis concerning CTC is a problem
for anyone interested in this phenomenon and not only for the
authors of the target article. Yet to return in closing to their lead-
ing metaphor: we may concede their point that there is an ele-
phant in the room, but submit that it may be small, heavily
domesticated, or simply impossible to locate because of all the
people.
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Abstract

Tools are generated by defined steps, fulfill distinct uses, and
elicit affordances or mental representations. When the latter
are recombined, they are perceived as “technical reasoning,”
resulting in novel tools when executed. They can be exchanged,
varied, and selected between individuals in a cumulative social
process. Tools are materialized, “petrified” memes forming a
duality within the framework of active externalism.

In their target article, Osiurak and Reynaud (O&R) emphasize
that “technical reasoning” critically contributes – as an individual
ability – to cumulative technological culture (CTC). I comment
on several of their statements in the context of a novel, coherent
theoretical perspective.

I here conceptualize tools to be in a duality with their
corresponding mental representations, as kinds of mirror images.
Such a view is supported by active externalism (Clark & Chalmers
1998; Menary 2010) stating that (brain-) external objects are
directly coupled to cognitive abilities that otherwise could not
happen. For example, mathematics is a cognitive activity that –
beyond the limited capacity of mental arithmetics – cannot be
performed without tools, that is, external objects.

The term “tools” here is used in its widest sense which includes
artifacts. Tools are produced in a defined sequence of observable
acts and serve one or several uses. Tools elicit two kinds of
affordances: first, those for their use, and second, mental
representations on how they were produced; for simple objects,
these mental representations may be accurate to detail (“ladder”
and “hammer”), but for complex tools these may be diffuse
(“computer”). These affordances can be described as mental rep-
resentations or instructions corresponding to externalized, clearly
defined action sequences of observables (see Fig. 1).

Mental representations can be transmitted between individuals
and executed whereby the tool is reproduced. Or they can be
varied, including by reshuffling, for example, decomposition
and reassembly to novel mental representation sequences. A
reshuffled mental representation, corresponding to “technical rea-
soning,” when executed, will generate a novel, innovative tool.
Tools are therefore materialized, or “petrified” memes because
the previously modifiable, corresponding mental representations
have been fixed and are “archeological” evidence of that prior,
observable and discrete sequence.

I propose that such an exclusive and restricted definition of
memes in the context of tools and their corresponding mental
representations can be a useful, unifying, and fertile concept for
bridging macroscale and microscale phenomena, that is, CTC
and individual psychology, respectively. Such a definition as a

tool–meme duality contrasts to previous fuzzy definitions that
attempted to be all-comprising but were ultimately unproductive.

The meme shuttles between a representational stage (coded in
the brain by unknown mechanisms) and materialized stage molded
in the tool (see Fig. 1). The material stage increases meme fidelity
and thereby potentiates its replicating power. Tool evolutionary his-
tory can, in principle, be tracked in a pedigree-like manner.

The question is not whether a meme is necessary (Henrich
et al. 2008) but whether it can be defined in a useful way provid-
ing an instrument for novel transdisciplinary insights. Universal
Darwinism (Dawkins 1983) posits that if an algorithm is active
that includes variation, replication, and selection, the emergence
of replicators is inevitable.

The definition that O&R use for structure and content corre-
sponds to the classical definition of vehicle and replicator
(Dawkins 1976; 1982), respectively. The more prior tool-related
mental representations (replicators) are present in an individual
vehicle the less opaque and the more transparent is a tool
perceived.

This is not in contradiction to the possibility that individual
“hardware” (e.g., brain wiring) differences may exist. The individ-
ual ability to process mental representations will be a sum of both
software (relevant memes uploaded) and hardware (individual
processing, recombination, or affordance abilities).

Within the dual inheritance theory, scientific evidence and a
clear framework have been established to explain mutual influenc-
ing between cultural (software/content) and biological evolution
(hardware/structure) (Boyd & Richerson 1985; Henrich 2016).

Inborn behavioral patterns are more consistent and faster
available, whereas acquired behaviors are flexible but prone to
eradication. Culture-biology coevolution likely has used both
modes and combined their advantages. Useful, acquired behaviors
have been fixed to make them less labile (“Baldwin effect”) and
inborn behaviors have been replaced by more flexible modes.
The speed of such a culture-biological coevolution is accelerated
enormously by assortative mating (Creanza et al. 2017) and is
demonstrated by domestication (Hare et al. 2005), or self-
domestication (Hare 2017; Henrich 2016).

Ultimately, at any given moment, there exists a mosaic of
hardware- and software-based processing for the brain with all
possible graduations – all simultaneously present but each with
different phylogenetic and ontogenetic histories.

The existence of specialized brain areas participating in recall-
ing particular kinds of memes (i.e., for technical reasoning area
PF) is conceivable: motor tasks and corresponding mental repre-
sentations may evolve from simple sequential arrangements to
those involving objects, and later tools. During this gradual, phy-
logenetic evolutionary trajectory, specific brain areas are sequen-
tially involved and occupied.

O&R presume that technical reasoning is able to extract
“essences.” “Essences” could be elegantly defined as the explicit
perception of overlapping features of a large number of tool-
related mental representations.

O&R oppose social versus asocial learning and explicitly name
technical reasoning as an example for an asocial skill. This dis-
tinction ultimately depends on the definition of social learning
(Heyes 2012). Although technical reasoning does not require
the presence of other individuals, clearly, all technical mental rep-
resentations themselves have been “uploaded” at some point in
time by social learning (including pedagogy) which is domain-
general (Heyes 2012). Once uploaded, of course, mental represen-
tation can run off in an asocial mode.
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For a comprehensive theory of technical reasoning and
innovation, the importance of group size and social communica-
tion for acquiring technical skills can also integrated by the tool–
mental representation duality: experimental evidence shows that
social transmission skills win over individual innovation skills at
the group level, as long as there are a few innovators present
because technical reasoning is more easily copied than reinvented
(Henrich 2009; 2016, p. 213; Muthukrishna et al. 2014).

In conclusion, technical reasoning within CTC cannot be seen
outside an ontogenetic and phylogenetic context involving dual
inheritance, and a restricted definition of memes as a tool–mental
representation duality may be a fertile ground to elegantly bridge
these areas.
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Figure 1 (Korth). Scheme on the tool–mental repre-
sentation duality showing the flow between the indi-
vidual’s mental representations and tools in
replication cycles. Mutations happen in the internal,
private sphere, replication and selection happens in
the external, public sphere.
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Abstract

In this commentary on Osiurak and Reynaud’s target article, we
argue that action is largely missing in their account of the ascen-
dance of human technological culture. We propose that an
action-based developmental account can help to bridge the
cognitive-sociocultural divide in explanations of the discovery,
production, and cultural transmission of human tool use.

Tool use is inherently about action. But action is largely missing
from Osiurak and Reynaud’s (O&R’s) account of technical
reasoning skills and the emergence of cumulative technological
culture. We argue that a meaningful account of the rapid escala-
tion of human tool use must include the action systems that are
fundamental to the discovery, production, and cultural transmis-
sion of tools. Furthermore, we suggest that by incorporating
action into explanations for the ascendance of human tool use,
we can integrate technical reasoning and sociocultural approaches
and thereby bridge this cognitive-sociocultural divide.

Our proposals are rooted in perception-action theory (Gibson
1979; 1982) and the protracted period of skill acquisition that
characterizes motor development in human infants and children
(Adolph & Robinson 2015). From a perception-action perspec-
tive, objects, including tools, change the properties of the body’s
effectors (typically the hands and arms in humans). An
object in hand can enrich or create new opportunities –
“affordances” – for action (Adolph & Robinson 2015; Lockman
2000); for example, empty hands do not easily afford hammering,
but hard graspable objects do. Equally important, humans display
exquisite, efficient exploratory procedures (Lederman & Klatzky
1987) to perceive which actions with which objects lead to
which outcomes. Exploration enables people to discover an
object’s potential as a tool or the means to implement an existing
tool. Information that specifies an object’s potential to serve as a
tool is often readily available in the environment and does not
depend on the technical reasoning skills proposed by O&R.
Even 8- to 10-month-old infants combine objects and environ-
mental surfaces selectively based on the physical properties of
each – a critical element for successful tool use (Fontenelle
et al. 2007). Similarly, other tool-using species, such as
Capuchin monkeys (Visalberghi et al. 2009a) and New
Caledonian crows (Chappell & Kacelnik 2002) explore and select
tools geared to the demands of a given problem, thereby optimiz-
ing the outcome.

A developmental lens sheds further light on the process of tool
use. Although information about an object’s potential as a tool
may be discoverable through exploratory procedures, successful
tool use often requires extended periods of practice, especially
early in development. In tool-using species such as chimpanzees,
Capuchin monkeys, and New Caledonian crows, juveniles spend
long periods of developmental time practicing action patterns
that are subsequently incorporated into tool use
(Inoue-Nakamura & Matsuzawa 1997; Kenward et al. 2011;
Resende et al. 2008). Similarly, human children spend several
years hammering objects against other objects before they display
the distinctively human pattern of controlled wrist flexion
required for hammering accuracy (Kahrs et al. 2014). In short,
the road to tool use entails much more than technical reasoning
skills – motor skills must be refined; grips must be strengthened;
and muscles and joints must be coordinated.

Perception-action exploration and motor skill learning are also
fundamental to the discovery and implementation of actions
when the affordance is not immediately apparent – that a lid
twists, and it’s necessary to turn to the left, not to the right.
Such “hidden” affordances are common in artifacts – the required
action is non-obvious but necessary to use the object as intended
by the designer (Gaver 1991; Rachwani et al. 2020). Although
technical reasoning may help to narrow the candidate affordances
considered for further exploration, perceptual-motor activity is
critical to discover and implement the designed actions of objects.
A developmental lens is again instructive. When 11- to
37-month-old children are given containers that require a
twist-off or pull-off action to open, the youngest children display
non-designed actions such as banging or shaking; slightly older
children attempt the designed action but frequently fail to open;
and only the oldest children successfully implement the designed
action (Rachwani et al. 2020). Moreover, the lag between display-
ing a designed action and successful implementation extends for
months or years. And so, technical reasoning alone does not
ensure successful implementation. Children may know which
action to perform, but knowledge does not guarantee success.

An action perspective can also enrich accounts of the mecha-
nisms that promote sociocultural transmission of tool use. Our
culture creates “user-friendly” tools and devices that advantage
the morphology of the human hand and manual function.
Thus, the designed affordances of human tools can shed new
light on the ratcheting and social transmission mechanisms that
underlie the growth of human technological culture across
generations. Because the implementation requirements of many
artifacts leverage the highly precise dynamics of fingers, hands,
and arms (e.g., oscillatory dynamics of the arm are recruited to
hammer; pressing actions of the fingers are engaged to type on
a keyboard; pushing, pulling, and rotational movements of the
hand/arm are enlisted to fit objects, plug in power cords, and
so on), and because humans continually seek to modify artifacts
to improve their fit with the constraints of the human body, the
transmission of technology accelerates and ratchets up. Here,
development again comes into play. The technological culture
adapts tools to meet the limited skills of infants and children.
Many cultures create smaller-scale replicas of tools and other arti-
facts for children (Lancy 2017). Similarly, changes in children’s
hand size and dexterity are the impetus to create developmentally
appropriate artifacts to facilitate (e.g., easy-to-manipulate toys) or
hinder (e.g., child-resistant packaging) young children’s use of
artifacts. And artifacts are modified to facilitate implementation
in elderly people with diminished manual capacity. Collectively,
these action-driven practices promote the transmission of
human technological culture from one generation to the next.

To conclude, we agree with O&R’s claim that the mechanisms
that enabled transmission of human technological culture across
generations are only incompletely understood. We argue that
action must be the centerpiece of any account of human
technological culture and observations of developmental change
are instructive for understanding cultural change. An
action-centered, developmental account can begin to bridge the
cognitive-sociocultural divide in explanations of the discovery,
production, and cultural transmission of human tool use.
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Abstract

What promised to be a refreshing addition to cumulative cul-
tural evolution, by moving the focus from cultural transmission
to technological innovation, falls flat through a lack of thorough-
ness, explanatory power, and data. A comprehensive theory of
cumulative cultural change must carefully integrate all existing
evidence in a cohesive multi-level account. We argue that the
manuscript fails to do so convincingly.

Osiurak and Reynaud’s (O&R’s) theory of technical reasoning
does not advance our understanding of cumulative cultural evolu-
tion. There are four important deficiencies. First, it does not make
a novel contribution. We agree that the study of cumulative cul-
tural evolution would benefit from a better understanding of tech-
nological reasoning. However, this idea is not novel. A number of
authors have suggested that theories of cultural evolution need to
better integrate reasoning processes (Claidière et al. 2014a; Heyes
2012). It is not enough to present another a verbal argument for
the importance of technological reasoning. Real progress requires
an account of how such reasoning works. What existing cultural
evolutionary work does well is provide a theory that explains
how individual-level decisions scale up to population-level
dynamics (e.g., Mesoudi 2016; Morgan 2016), including experi-
mental studies that investigate individual cognition, phylogenetic
approaches that characterize macro-evolution, and theoretical
models that link the two. A theory of technological reasoning
should link how individuals reason about a task to the innova-
tions they produce, and finally to cultural dynamics. The manu-
script is lacking in this regard.

Second, the authors make numerous empirically testable
claims without sufficient evidence to move relevant debates for-
ward. For instance, they criticize the cultural niche theory for
downplaying the importance of technological reasoning.
However, this is a disagreement that can be solved empirically:
to what extent does data suggest that cumulative cultural change
is constrained and/or directed by technological reasoning? The
authors offer frustratingly little hard data for the relevance of
technical reasoning. A compelling theory would go beyond stating
that technical reasoning is important and, instead, offer evidence
that quantifies this importance, shows how technical reasoning
shapes cultural change, and makes clear the limitations of cumu-
lative cultural change in its absence. At present, the authors cite

only a single (self-authored) study, which does little to convince
the reader of the bold statements made in the manuscript.

Third, we question the assertion that individuals can always
produce any single solution produced by cultural evolution. To
quote the authors, “all of us are smart enough to acquire each
piece of information – as well as to produce any kind of innova-
tion – necessary to survive in any single habitat.” This claim is
empirically dubious. For example, the Polar Inuit lost a number
of important skills during an epidemic in the early nineteenth
century, including kayaks, bows, and important aspects of snow
house construction. For 40 years or so these people lived without
these important tools, and none of the several hundred people in
the group were able to reinvent them. When a group of Baffin
Island Inuit visited them around 1860, they immediately reincor-
porated them into their technological repertoire (Boyd et al.
2011). There are many other examples (Earl & McCleary 1994).
This claim also neglects the fact that cumulative cultural evolution
changes the nature of the problems that must be solved.
Cumulative cultural evolution not only involves building upon
and improving technology from previous generations, it also
opens up new niches with new problems. The invention of the
wheel, writing, the internet, all introduce new possibilities and
new problems to solve. Perhaps more broadly, life in larger groups
generated both a need for norms and institutions that maintain
cooperation, as well as more potential for innovation. Would a
single human, of infinite lifespan, with infinite time, be able to
produce the entirety of the current human repertoire? The
authors seem to suggest that this would indeed be the case, but
competing accounts suggest that it is not individual cognition,
but social complexity and inter-connectedness that are responsi-
ble for our technological success (Muthukrishna & Henrich
2016). Whether the authors’ claim is true or not remains a ques-
tion unanswered here.

Fourth, the authors emphasize technological reasoning as key
to technological change in cumulative cultural evolution, but
cumulative cultural evolution involves a large range of domains
other than technology: cooking, language, norms, art, knowledge,
abstract or not, all change as a result of cultural transmission and
become increasingly complicated. A great deal of knowledge
essential for survival, like knowledge about hunting techniques
and plant detoxification, does not involve technical reasoning of
the kind described by O&R. The domain of language, as well, is
very different. Although technological products are shaped by
functional pressures (a good bow shoots far and accurately), lan-
guages serve communication with symbols defined by convention.
The exact form of words is irrelevant, as long as everybody agrees
on the same form, and languages are shaped by expressivity and
learnability instead (Kirby et al. 2008). Art is, perhaps, at the
opposite end of the spectrum from technology. It is free to change
according to our esthetic preferences, without any objective
benchmark to measure against, and intuitive physics is no help
in identifying successful designs. Nonetheless, complexity
increases as a result of cultural transmission processes, without
any need for technical reasoning abilities. If technological reason-
ing is the key to human uniqueness, it must explain this plethora
of culturally governed processes that fall outside of the technolog-
ical domain.

Finally, the authors’ focus on technological reasoning as “neces-
sary and sufficient” conditions for cumulative cultural change is mis-
guided. Existing theory clearly shows that cumulative cultural change
can occur through a number of mechanisms, ranging from a guided-
variation/technical-reasoning model to a selective-transmission-of-
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random-variation model (Mesoudi et al. 2016). There is no need for
“magic bullet” theories, especially when the current state-of-the-art
theories suggest that complex cycles of co-evolution of cognition,
life-history, social structure and culture are responsible for our spe-
cies’ success (Boyd 2017; Henrich 2016; Laland 2017a).
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Abstract

Osiurak and Reynaud argue that cumulative technological culture
is made possible by a “non-social cognitive structure” (sect. 1,
para. 1) and they offer an account that aims “to escape from the
social dimension” (sect. 1, para. 2) of human cognition. We chal-
lenge their position by arguing that human technical rationality is
unintelligible outside of our species’ uniquely social form of life,
which is defined by shared intentionality (Kern & Moll 2017,
Philosophical Psychology 30(3):319–37; Tomasello 2019a, Becoming
human: A theory of ontogeny. Cambridge, MA: Belknap Press).

Osiurak and Reynaud (O&R) argue that cumulative technological
culture (CTC) is made possible by a “non-social cognitive struc-
ture” (sect. 1, para. 1) enabling humans to acquire technical
knowledge and skills. They maintain that CTC “is necessarily
based on our extensive individual cognitive ability [our emphasis]
to acquire and improve techniques” (sect. 1, para. 3), and they
offer an account that aims “to escape from the social dimension”
(sect. 1, para. 2) of human cognition. The implication seems to be
that social cognition is not necessary for humans to develop
fundamental technical skills.

We believe that an escape from human sociality cannot suc-
ceed because the social nature of human intelligence permeates
all aspects of human cognition and cumulative culture. Human
technical and instrumental rationality are unintelligible outside
of our species’ uniquely social form of life, which is defined by
shared intentionality (Kern & Moll 2017; Tomasello 2019a). We
will deliver two points to make our argument. The first point
casts doubt on O&R’s thesis that humans’ “technical potential”
is fundamentally a feature of individual intentionality and instead
suggests that humans’ technical know-how is rooted in acts of
shared intentionality. The second point is methodological. We
will argue that the micro-society experiments O&R cite in support
of their position do not constitute compelling evidence in favor of
the asocial origins of technical knowledge and understanding.

The first point is informed by cognitive developmental psy-
chology. Studies suggest that children do not develop their tech-
nical know-how by trial and error or solipsistic hypothesis
testing. Instead, their instrumental rationality is shaped in acts
of shared agency with competent adults who show them how to
use and craft tools and address instrumental problems (Call &
Tomasello 1995; Moll 2018). Let us give two examples. It has
been established that young children have difficulties to consider
water as a tool. When asked – in the absence of any solid tools but
in the presence of water – to extract a small object from the bot-
tom of a narrow and deep tube, preschoolers do not come to
think of the possibility of pouring water into the tube to make
the object float atop (Hanus et al. 2011; Moll 2018). However,
when the instrumental usefulness of water is pedagogically intro-
duced to them, most children spontaneously identify the solution
and extract the buoyant object by releasing water into the tube
(Moll 2018). Another example is provided by young children’s
tendency to “over-imitate,” even when the mechanical structure
of a device is entirely transparent (Lyons et al. 2007; McGuigan
et al. 2007). When shown irrelevant in addition to relevant action
steps in the course of a transparent apparatus’ manipulation, most
children faithfully imitate the entire procedure, including the
irrelevant steps. If humans’ technical abilities can be explained
by a “non-social cognitive structure,” as O&R claim, then it
would seem that children should be immune to over-imitation
and selectively reproduce only the relevant steps. The fact that
most children faithfully stick to the adult’s demonstration testifies
to the significance of social trust in epistemic and technical mat-
ters. This trust is rational because in a social world replete with
arbitrary conventions, symbolic communication, rituals, and
common occurrences of “causation at a distance,” it is often too
difficult to determine for individual young learners why, or
how, something is causally effective.

The second point concerns O&R’s claim that micro-society
studies prove that individuals can “reverse-engineer” artifacts with-
out any social assistance. Granted, adult individuals can, under cer-
tain conditions, deduce the production process of certain artifacts
simply by inspecting the end product. But it is doubtful that
these individuals would be able to reverse-engineer anything with-
out an extended social learning history in which they were intro-
duced to the use and manufacturing of various tools and other
artifacts. Imagine someone with a history like that ascribed to
Kaspar Hauser. It is unlikely that this person could individually
make out the function of, say, a can opener. Humans’ social learn-
ing experiences shape their grip on how artifacts are constructed.
Because micro-society experiments cannot control for the partici-
pants’ social biographies, their validity as measures of what can
be attributed to individual versus shared intentionality is dubitable.
In fact, it can be difficult even for adults with normal socialization
histories to individually discern an unfamiliar tool’s purpose. In a
small study (N = 21) we conducted with adults (eight males)
between 20 and 68 years (M = 30 years), participants were given
a cherry/olive pitter and asked what the device is. A single partic-
ipant gave the right answer; most answers (incl. the modal response
“hot glue gun”), were far off. It thus seems that humans’ technical
understanding shows clear limits without a meaning-providing cul-
tural context, be it in the form of others’ demonstrated use of an
object or tool shops with labeled object categories, and so on.

With these points of critique, we hope to have shown that
human technological culture and its propagation cannot occur
without epistemic and technical transactions involving other
agents who master the “technai” that render cultural products
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accessible for use and reproduction. Human sociality is irredeem-
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Abstract

To support their claim for technical reasoning skills rather than
imitation as the key for cumulative technological culture (CTC),
Osiurak and Reynaud argue that chimpanzees can imitate
mechanical actions, but do not have CTC. They also state that
an increase in working memory in human evolution could not
have been a key driver of CTC. We discuss why we disagree
with these claims.

Osiurak and Reynaud (O&R) present a novel approach to the
study of cumulative technological culture (CTC) by focusing on
the role of technical reasoning skills rather than the traditional
high-fidelity social-learning approach prevalent in the literature.
The authors discuss several candidate cognitive abilities (e.g., imi-
tation, theory of mind, and working memory (WM)) that are
widely viewed as prerequisites for the emergence of CTC and
have also been argued to differ between humans and other ani-
mals. The authors maintain that none of these abilities are neces-
sary for the occurrence of CTC but instead are merely boosting
elements, with technological reasoning skills being the real drivers
of CTC. Here, we focus on two of these cognitive capacities: imi-
tation and WM.

To strengthen their claim for technological reasoning being the
pivotal ability supporting CTC rather than imitation and other
mechanisms of the social dimension, the authors argue that chim-
panzees possess imitative abilities but do not show evidence of
CTC. Therefore, according to their argumentation, imitation can-
not be a driving force of CTC. However, the authors have
neglected to discuss crucial literature on imitation in chimpanzees

that contradicts their arguments and would invalidate their con-
clusion about this ability in great apes. The authors base their
argument that chimpanzees can imitate on the so-called
“two-action tests,” which originally claimed to test whether chim-
panzees would imitate the mechanical actions of a demonstrator
who was trained in one of two techniques to open a puzzle box
(Horner & Whiten 2005; Horner et al. 2006; Whiten et al.
2005). The finding that subjects will generally converge on the
technique of the demonstrator has often been taken as evidence
that chimpanzees can imitate actions. However, these tests are
methodologically flawed, mainly because the two different actions
often lead to two different results, making it impossible to disen-
tangle result from action copying. Therefore, these tasks would be
better named “two-action, two-results tests,” as they do not allow
differentiating between social-learning mechanisms. Finally, in all
of these studies, subjects individually reinnovated the non-seeded
action, demonstrating that these solutions are not beyond the
spontaneous capabilities of each individual, and do not strictly
require imitative skills to be acquired.

In fact, studies aimed at directly testing for imitation in chim-
panzees have failed to find this ability (Henrich & Tennie 2017).
For instance, Tennie et al. (2012) conducted an experiment with
the goal to elicit imitation of motor actions in captive chimpan-
zees using conspecific demonstrators. The authors found that
chimpanzees showed no evidence of action imitation despite
ample opportunities for observational learning (see also Tennie
et al. 2010, for a different task). Similar negative results have
been found across great ape species and experimental tasks (bono-
bos: Clay and Tennie 2017; all great apes: Tennie et al. 2009).
Therefore, we disagree with the authors’ interpretation of the
great ape imitation literature, and encourage the authors to reas-
sess their line of reasoning in this regard.

Regarding WM, the authors argue against the possibility that
an increase in WM capacity in human evolution could have
been a key driver of CTC. They claim that an increase in WM
capacity could not explain why humans – but not great apes –
are capable of “combined mechanical actions.” The authors
rightly argue that “maintain[ing] multiple mechanical actions in
memory for a period of time is cognitively different from being
able to combine them.” However, they might be wrong in assum-
ing that WM only allows for storing mechanical actions, but not
for combining them. Although no single, agreed-upon definition
of WM exists, most researchers today refer to the mere temporary
maintenance of information in mind as short-term memory
(Cowan 2017). In contrast, WM is defined by many – including
Wynn and Coolidge (2007), which are cited by the authors – as
the ability to maintain and manipulate mental representations,
going beyond simple storage and allowing for information pro-
cessing and interrelating representations (Cowan 2017;
Diamond 2013). Therefore, the authors seem to conflate the con-
cepts of WM and short-term memory. If taken as a storage and
processing capacity, WM increases could allow for combinations
of mechanical actions – there might be no need to assume sepa-
rate technical reasoning skills.

The authors further argue that WM could not generate content
and thus technical reasoning skills would be necessary to do so.
However, note that WM is thought to play a crucial role in the
creation of novel procedures or tools: greater WM capacity allows
one to “see novel combinations of tools and materials or look far-
ther ahead in the procedural sequence to see novel consequences”
(Wynn & Coolidge 2014).
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One might even argue that technical reasoning itself requires a
considerable amount of WM to evolve. For example, the authors
suggest that the “outcome of technical reasoning is a mental sim-
ulation of the mechanical action […] and this simulation needs to
be temporarily maintained.”WM – by definition – is precisely the
platform needed for storing and simulating such mental content.
Second, the authors describe technical reasoning as being “ana-
logical.” Analogical reasoning itself (potentially also in the techni-
cal domain) relies critically on WM, as it requires one to hold
multiple representations and their relational information in
mind (Halford et al. 1998; Simms et al. 2018). Thus, the authors’
arguments against the role of WM for CTC seem weak. WM as a
potential key factor for CTC should not be prematurely ruled out.

In conclusion, we agree with the authors that the role of tech-
nological reasoning skills in CTC has been underestimated, and
the role of imitation perhaps overestimated. However, by neglect-
ing to engage with the most recent developments in the field of
great ape social learning, and by basing some of their conclusions
about WM on weak arguments, the authors’ current formulation
of the technical reasoning hypothesis loses some credibility.
Despite this, we applaud their efforts toward questioning the sta-
tus quo of the literature on the cognitive mechanisms behind
CTC, and look forwards to reading about experimental applica-
tions of their hypothesis.
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Abstract

We agree that the emergence of cumulative technological culture
was tied to nonsocial cognitive skills, namely, technical-
reasoning skills, which allowed humans to constantly acquire
and improve information. Our concern is with a reading of
the history of cumulative technological culture that is based
largely on modern experiments in simulated settings and less
on phenomena crucial to the long-term dynamics of cultural
evolution.

Learning and cognition have become increasingly important com-
ponents of archeology – our discipline – as researchers have
begun to integrate cultural evolutionary theory as a framework

for explaining the archeological record (Shennan 2008; Stout
et al. 2019). Significant strides have been conducted over the
past two decades in understanding how the results of small-scale
evolutionary processes, when taken in the aggregate, can create
population-level patterns seen in the record of human origins
and spread, first out of Africa and across Europe and Asia (Bae
et al. 2017), then eventually into Australia (Clarkson et al.
2017), and finally, within the last 15,000 years, into the
Americas (O’Brien 2019). Fundamental to this framework has
been an emphasis on two kinds of learning, social and individual
(O’Brien & Buchanan 2017). Certain conditions, perceived or real,
dictate which type of learning might be more useful in any partic-
ular situation (Mesoudi 2008; 2010).

Many animals have the ability to learn socially (Brown &
Laland 2003; Heyes & Galef 1996; Hoppitt & Laland 2013;
Watson et al. 2018; Whitehead & Rendell 2015; Whiten & van
de Waal 2017), but because of their extremely high phenotypic
plasticity, humans have the unique and highly useful ability to
learn from others exactly how and when to learn from others –
what Mesoudi et al. (2016) refer to as “the social learning of social
learning.” We see the outcome of this ability manifest in the
archeological record as cultural traditions (Willey & Phillips
1958) – temporal continuity represented by persistent configura-
tions in single technologies or other systems of related forms that
result from cultural transmission.

Osiurak and Reynaud (O&R) argue that the cognitive mecha-
nisms underlying individual and social learning are insufficient
for explaining the emergence of cumulative technological culture
and that it originated in nonsocial cognitive skills, namely,
technical-reasoning skills that allowed humans to constantly
acquire and improve information. We do not think this view is
particularly controversial, and in fact, we think they are probably
correct, although we would argue that this revised assumption in
no way allows us to ignore the social dimension and to redirect
our focus to the nonsocial, strictly technical dimension. Rather,
our principle concern is with a reading of the history of cumula-
tive technological culture that is based largely on modern exper-
iments in simulated settings. In prehistory, a population
comprised people who lived in a region, with a full demographic
distribution of ages and kinship relationships, and, most impor-
tantly, millennia of shared ancestral history of cohabitation, coop-
eration, specialization, migration, reproduction, adaptation,
cultural selection, and sorting.

These phenomena are crucial to the long-term dynamics of
cumulative cultural evolution. In many of the experiments
reviewed by O&R, only a tiny aspect of these dynamics – momen-
tary social learning in a very specific experiment – is represented,
and in an unnatural setting. Consider, for example, the vast differ-
ence between an undergraduate psychology student spending two
minutes studying a paper airplane built in 5 minutes by another
undergraduate student versus a Paleolithic boy learning how to
knap stone tools over his entire childhood on a daily basis, in a
range of different settings. The boy learns repeatedly by observing
a parent and other kin members, young and old, all of whom are
replicating a tradition that evolved over centuries and millennia of
intergenerational transmission.

This type of behavior is difficult if not impossible to replicate
in an experiment, so at the very least experimenters need to care-
fully consider many questions to gain any insight on cumulative
culture. For psychologists and evolutionists to reconcile their
scales of analysis, they need to ask: What was the context of
this learning? How different is learning by studying a paper
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plane for two minutes versus regular, repeated practice over years
of childhood, of a task that was fundamentally embedded in kin
relationships, survival, and relationship with the environment?
What was the significance of learning repeatedly from different
generations of kin for all those years? What other knowledge
had to be learned at the same time? Even as we consider all
these factors in one generation and one individual, we need to
iterate this day-in-day-out process for dozens or even hundreds
of generations, cumulatively thousands of people, all of whom
were influenced by other cultural evolution factors.

These are the real details of the “evolution” part of cumulative
cultural evolution (Mesoudi & Thornton 2018). Yes, a
transmission-chain experiment can be designed to include ele-
ments of variation and transmission and selection of sorts, but
it might nevertheless be highly contrived by the experiment
design. What aspects of evolutionary success would these short-
term, laboratory measures miss regarding, say, the evolution of
prehistoric projectile points or fishing hooks over many centuries?
The differences between real-technological evolution and psychol-
ogy experiments include many things, including the success of
intergenerational transmission and success across multiple tasks.

We do not negate the usefulness of the kinds of micro-society
paradigms discussed by O&R for understanding the role of cogni-
tive skills and/or the quality of social transmission under certain
conditions. In fact, similar to other archeologists (e.g., Schillinger
et al. 2014), we have conducted such experiments ourselves to
better understand certain learning processes that left particular
signatures in the archeological record (Atkinson et al. 2012;
Mesoudi & O’Brien 2008). However, we agree with Caldwell
et al. (2019, p. 12) that “empirical investigation has been impeded
by the methodological difficulty of studying a population-level
phenomenon using [only] experimental methods.”

In summary, it no longer is productive simply to substitute the
word “population” for a group of students, “culture” for a
momentary, contrived task learned in an experiment, or “genera-
tion” for passing the task to the next student. None of this is
trivial or just semantic; rather, it is crucial to the process of cumu-
lative cultural evolution. We suspect that the next significant
breakthrough in understanding cumulative culture will need to
directly address multiple issues, including the effect of lifelong
learning within a kin group, multigenerational transmission
over centuries of human adaptation, and realistic demography.
This must be done critically through theory, model, and experi-
ment (Mesoudi & Whiten 2008).
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Abstract

Innovation is fundamental to cumulative culture, allowing
progressive modification of existing technology. The authors
define innovation as an asocial process, uninfluenced by social
information. We argue that innovation is inherently social –
innovation is frequently the product of modifying others’
outputs, and successful innovations are acquired by others.
Research should target examination of the cognitive underpin-
nings of socially-mediated innovations.

Osiurak and Reynaud (O&R) provide a novel and interesting per-
spective on the cognitive basis of cumulative technological culture
(CTC). They argue that humans’ enhanced capacity for technical-
reasoning – the ability to reason about the causal function of
physical objects – is the driving force behind CTC, providing
the causal knowledge needed for cumulative technological devel-
opment. The paper highlights the need for a cognitive approach to
understanding cumulative culture, with a particular focus on
technical (causal) reasoning. The article presents a detailed
account of how technical-reasoning underpins human tool inno-
vation – which in turn facilitates CTC.

Innovation has been extensively studied across multiple disci-
plines, including, among others, psychology, archeology, anthro-
pology, zoology, business studies, and economics. Measures of
innovation vary across disciplines, from individual problem-
solving challenges to accruement of patents and industry awards.
The authors, in using Ramsey et al.’s (2007) definition, adopt the
traditional cultural evolution approach to innovation, in which it
is treated as an exclusively asocial process, devoid of influence
from social information; “Innovation can be defined as the gener-
ation of a novel learned behavior that is not the consequence of
social learning or environmental induction (Ramsey et al.
2007)” (sect. 2.2.4, para. 1).

Although there is some variation in definitions of innovation
across fields, it is typically required that an innovation should
be novel and valuable (criterion used in the definition of the tar-
get article). Innovations should also be transmitted to others, a
social component, as a marker of their value (Muthukrishna &
Henrich 2016), a criterion not applied by O&R.

We, thus, comment on the definition of innovation used, and
suggest that O&R’s account would be strengthened by considering
the contribution social learning makes to innovation at the indi-
vidual and group levels. Specifically, explicitly distinguishing
individual-level asocial innovations from socially-mediated inno-
vations – a distinction gaining increasing traction – would help
understand how each form contributes to cumulative culture.
This would also allow investigation of whether technical-
reasoning underpins independent invention and innovations
based on modifying others’ products. Additionally, because
cumulative culture depends upon innovations being faithfully
transmitted to others, researchers should consider the wider social
contexts involved in the successful uptake of innovations by oth-
ers. Throughout our commentary, we focus on the development
of tool innovation to illustrate our points.

Innovation can be investigated at both individual and group
levels. At the individual level, for instance, developmental psy-
chologists examining the ontogeny of tool innovation typically
assess this through the presentation of a novel puzzle which par-
ticipants must individually solve. A widely used example is the
“Hook Task,” whereby children must fashion a pipecleaner into
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a hook shape to retrieve an out of reach reward (Beck et al. 2016).
Arguably, the most notable result from previous research using
this task is that children, across cultures, find asocially solving
this relatively simple problem markedly difficult. Performance
improves with age, but it is not until around early adolescence
when the majority children consistently solve these types of
asocial tool-use problems.

Yet, asocial problem-solving tasks bynature prohibit investigation
of socially-mediated innovations. There has been a recent shift within
cultural evolution studies to incorporate the role of social information
during some (potentially most) innovations (Carr et al. 2016;
Muthukrishna & Henrich 2016). This conceptualization delineates
asocial innovation (termed innovation-by-invention), from innova-
tions arising frommodifying, combining, or refining previously wit-
nessed tool-behaviors (termed innovation-by-modification), such as
an incorrectly-sized hook (Cutting et al. 2019). The former, which
may be relatively rare,might arise fromparticularly gifted individuals
or serendipitous events, whereas the latter, likely to bemore frequent,
involves modifying the behaviors or output of others, thereby
incorporating some form of social learning.

The distinction between asocial- and socially-mediated inno-
vations is necessary because each may differentially contribute
to cultural evolution and thus to CTC (Carr et al. 2016).
Innovation-by-invention forms the basis for diversification of cul-
tural technology, whereas cumulative technological progression
depends upon the modification of existing technology. That is,
technological advances are typically not the product of a sole
inventor, but through incremental modifications of others’ out-
put. Experimental work has begun to indicate that each form of
innovation may have different developmental trajectories (Carr
et al. 2015; Cutting et al. 2019), potentially signifying they may
be supported by different cognitive mechanisms. Thus, we
encourage O&R to delineate innovations arising from asocial
invention and those based on modifying the output of others.
This would also allow further investigation of the developmental
trajectory and cognitive underpinnings (including the role
technical-reasoning plays) in each form of innovation.

At the group level, there is a need to examine how innovations
spread throughout populations.

Humans’ vast cultural diversity is because of our capacity to
acquire and transmit innovations (Legare & Nielsen 2015).
Cumulative technological progression is contingent on the social
transmission of novel behaviors, and successful diffusion through-
out a population is indicative of an innovation’s value, and the
producer’s sense of others’ need for innovations. Thus, innova-
tions are inherently social and should be examined as such
(Turner & Flynn 2016). To fully understand human cumulative
culture, there is a need to examine, in unison, asocially- and
socially-mediated innovations, and their subsequent social diffu-
sion. Psychologists are now well placed to employ experimental
and observational techniques to examine how individuals perceive
and adopt novel behaviors from others, group level characteristics
more conducive to successful diffusion, and the cognitive mecha-
nisms involved in the successful uptake others’ innovations.

Human CTC is fundamental to our species’ cultural diversity;
diversity purportedly maintained through social learning and
innovation. Innovation has traditionally been represented as inde-
pendent invention, and research has targeted determining charac-
teristics of so-called innovators and the contexts which promote
successful innovation. Yet, in contrast to claims that innovation
is an asocial endeavor, we argue that innovation is inherently
social – it typically involves modification of the outputs of others

and successful innovations are socially transmitted to others. Both
the individual and group approaches to examining innovation are
interesting and crucial avenues of investigation. The more these
approaches are integrated, the more scientific value they hold.
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Abstract

Osiurak and Reynaud (O&R) claim that research into the origin
of cumulative technological culture has been too focused on
social cognition and has consequently neglected the importance
of uniquely human reasoning capacities. This commentary raises
two interrelated theoretical concerns about O&R’s notion of
technical-reasoning capacities, and suggests how these concerns
might be met.

What is it about human cognition that has enabled us as a species
to continue to sophisticate our tools and how effectively we go
about using them to accomplish our everyday endeavours?
Osiurak and Reynaud (O&R) contend that research into the cog-
nitive origins of cumulative technological culture (CTC) – the
continual improvement in human tool use over generations –
has, to its serious detriment, been overwhelmingly focused on
the notion that skilled tool practices are transmitted socially
(through e.g., teaching and imitation). This focus on the social
dimension of CTC has, they claim, lead researchers to underesti-
mate the importance of uniquely human-reasoning capacities in
explaining its cognitive genesis.

O&R appeal to a wide range of empirical data to support what
they refer to as the technical-reasoning hypothesis: the contention
that CTC “originates in non-social cognitive skills, namely techni-
cal-reasoning skills which enable humans to develop the technical
potential necessary to constantly acquire and improve technical
information” (abstract). Questions might reasonably be asked as
to what O&R take technical information to be, but I want to
focus here on their characterisation of technical-reasoning capac-
ities. For them, technical reasoning is “the necessary cognitive
structure that enables humans to constantly acquire and develop
new [tool incorporating] techniques” (sect. 1, para. 4). They
claim that it “starts by using mechanical knowledge in order to
find a physical principle that is thought to be […] appropriate
for solving the targeted physical problem (e.g., cutting) as well
as the associated physical object properties (i.e., sharp, etc.)”
(sect. 2.1, para. 4, item 3). An issue that immediately arises for
the technical-reasoning hypothesis is what the nature of the
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thought and reasoning capacities involved in technical reasoning
is supposed to be.

This commentary raises two interrelated theoretical concerns
about O&R’s technical-reasoning hypothesis. The first is that
their notion of mechanical knowledge is underdefined and perhaps
incoherent; the second is that their characterisation of technical
reasoning as a kind of Bayesian learning potentially undermines
their key claim that technical reasoning is uniquely human. Each
of these worries pertains to a more fundamental concern: namely
that O&R’s account of the cognitive origins of CTC seem to rely on
an overly-intellectualised characterisation of the cognitive activity
involved in skilled tool practices.

For O&R, mechanistic knowledge is “a kind of magic” (sect.
2.3). It is, more specifically, a kind of non-declarative “knowledge
about physical principles” (sect. 2.1, para. 4, item 2), which they
identify with Stephen Pinker’s (2010) notion of know-how.
Mechanical knowledge, for them, like “any form of knowledge,
is a belief but not necessarily true” (sect. 2.3, para. 1). O&R readily
allow that false beliefs – e.g., those about physical objects held by
infants – can constitute knowledge providing they are “useful for
inferring potential outcomes in the environment” (sect. 2.3, para
2.). Philosophers will be curious to know how it is possible to
reduce knowledge to belief, given that they have been trying
unsuccessfully for centuries to reduce knowledge to a kind of
true belief. Setting the issue of whether knowledge is factive to
one side, we should here recognise that philosophers of mind
and cognitive scientists regularly posit procedural knowledge
that does not reduce to knowledge of facts precisely because it
is difficult to conceive of the know-how involved in paradigmatic
instances of skilled sensorimotor action such as fluid tool use (e.g.,
competent stone knapping) as straightforwardly a matter of
grasping certain facts about how to act (Fridland 2017). A possi-
ble challenge for O&R is to offer compelling reasons as to why the
mechanistic knowledge involved in skilled tool use is best con-
strued not as a dispositional competence but as a kind of concep-
tual, propositional knowledge, namely “a physical principle that is
thought to be […] appropriate for solving the targeted physical
problem” (sect 2.1, para. 4, item 3). As proponents of embodied
cognition emphasise, that a system’s behaviour is reliably attuned
to certain physical principles does not entail that it knows or
represents said principles (Colombetti 2017).

Another potential problem emerges when we consider how,
qua the technical-reasoning hypothesis, O&R take mechanical
knowledge to be produced and honed. They claim that an
agent’s proficiency in using a tool increases through practice
as she gleans progressively more accurate mechanical knowl-
edge. Over time, technical reasoning leads to inaccurate beliefs
being “invalidated through a kind of Bayesian learning”
(sect. 2.3, para. 2). This form of Bayesian learning is presumably
not deliberate or explicit, but O&R offer no details whatsoever
about how technical reasoning is supposed to implement or
conform to Bayesian norms. The notion of sub-personal cogni-
tive activity somehow implementing Bayesian inference is
increasingly popular in fields such as computational neurosci-
ence (see Clark 2013), but researchers usually claim that the
human brain approximates, rather than genuinely implementing
Bayesian inference. Some researchers question whether we can
really describe cognitive activity approximating Bayes as an
inferential procedure at all (rather than one that unfolds as
though it followed certain norms see, e.g., Bowers & Davis
2012). But, there is a more pertinent point here for the
technical-reasoning hypothesis.

Technical reasoning is characterised by O&R as an intelligent
enterprise in virtue of its amounting to a form of Bayesian learn-
ing. Recent research into the free-energy principle, however,
claims that the behaviours of non-human animals in constructing
their environmental niche (and thereby avoiding states with high
surprisal), will, on average and over time, approximate a kind of
Bayesian belief optimisation (Friston 2018). Indeed, even non-
biological systems might reasonably be construed as approximat-
ing a form of Bayesian inference (Kirchhoff & Robertson 2018). It
is therefore difficult to see how technical-reasoning capacities are,
in virtue of their cohering to Bayesian norms at least, uniquely
human. But, this means that technical reasoning might not be
able to explain our uniquely human tool making/using capacities.
A challenge going forward, then, is to better detail how the
Bayesian credentials of technical reasoning facilitate a uniquely
human capacity.

In sum, O&R should be praised for their robust defence of the
claim that CTC is too focused on social cognition, but they face
clear theoretical challenges in characterising technical reasoning.
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Abstract

The New Caledonian crow may be the only non-primate species
exhibiting cumulative technological culture. Its foraging tools
show clear signs of diversification and progressive refinement,
and it seems likely that at least some tool-related information
is passed across generations via social learning. Here, we explain
how these remarkable birds can help us uncover the basic bio-
logical processes driving technological progress.

Cumulative culture – the social transmission and accumulation of
innovations across generations – has enabled humans to develop
technologies of astonishing complexity (Boyd & Richerson 1996).
Osiurak and Reynaud (O&R) present a timely re-evaluation of the
potential cognitive capacities enabling this process, shifting the
focus from social-learning to technical-reasoning skills. We
enjoyed O&R’s fresh perspective, but were surprised that they
did not examine more carefully their starting assumption that
only humans possess cumulative technological culture. Two non-
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human species have been suggested to refine their foraging tools
in a cumulative manner – one of our closest relatives, the chim-
panzee, and a tropical corvid, the New Caledonian crow (Dean
et al. 2014). Although O&R mention New Caledonian crows in
passing, we feel they have missed a valuable opportunity to con-
sult the large body of evidence available for this non-primate
model system. Here, we provide some of this missing context,
and argue that debates about cumulative technological culture
benefit greatly from the comparative insights afforded by these
remarkable birds.

According to a recent consensus definition (Mesoudi &
Thornton 2018), the New Caledonian crow is a compelling candi-
date for cumulative technological culture (Hunt & Uomini 2016; St
Clair et al. 2018). A detailed evaluation is beyond the scope of this
commentary and will be provided elsewhere, but the key points can
be summarised as follows. First, New Caledonian crows’ technol-
ogy exhibits clear signs of cumulative refinement. In addition to
using unmodified sticks and other objects, the species actively
manufactures two elaborate tool types from living plant material:
hooked stick tools and barbed leaf tools (Hunt 1996; Rutz & St
Clair 2012). For both of these, distinct variants have been described
that strongly suggest past accumulation of design innovations, pro-
gressing from basic to increasingly complex tools (Hunt & Gray
2003; St Clair & Rutz 2013). Second, controlled experiments
have recently demonstrated that hooked stick tools are much better
for extracting prey across a variety of foraging scenarios than (the
presumably ancestral) non-hooked stick tools (St Clair et al.
2018), and that well-crafted, deep hooks are particularly efficient
(Sugasawa et al. 2017). Third, it seems likely that at least some tool-
related information is passed across generations via social learning,
leading to a rudimentary form of material culture, with striking
regional variation in tool behaviour (Hunt & Gray 2003; St Clair
et al. 2016; see also Bluff et al. 2010a). Here, the evidence is weaker
(review: Rutz et al. 2018), but field studies have shown that juvenile
crows hone their tool-related skills during an unusually long
dependency period (Bluff et al. 2010b; Hunt et al. 2012), which
affords abundant opportunities to observe experienced adults
(e.g., Holzhaider et al. 2010a; Rutz et al. 2012; St Clair et al.
2015), and laboratory experiments have confirmed a capacity to
learn both from demonstrators (Kenward et al. 2006; Logan et al.
2016) and artefacts (Jelbert et al. 2018).

O&R identified technical-reasoning skills as a potential cogni-
tive prerequisite of cumulative technological culture. New
Caledonian crows’ tool repertoire is obviously rudimentary com-
pared to human technology, consisting entirely of one-piece arte-
facts crafted from plant materials, but the system allows us to
chart the minimal cognitive capacities required for the accumula-
tion of design improvements. Some 20 years of research on the
species’ tool-related cognition provide instructive insights. New
Caledonian crows have been shown: to make and/or select
task-appropriate tools (e.g., Bluff et al. 2007; 2010b; Chappell &
Kacelnik 2002; 2004; Knaebe et al. 2017), most likely relying on
simple “heuristics” (Hunt et al. 2006; G.R. Hunt, unpublished
data); to attend to different tool design features (Knaebe et al.
2015; St Clair & Rutz 2013; but see Holzhaider et al. 2008); and
to learn quickly – and even invent – novel tool behaviours
(Rutz, unpublished manuscript). Although these skills are impres-
sive, reports of more advanced cognitive abilities have routinely
been contested. This includes claims that New Caledonian
crows are capable of: tool-related causal reasoning (pro: Taylor
et al. 2011; contra: Ghirlanda & Lind 2017; Hennefield et al.

2018); analogical reasoning in the context of sequential tool use
(pro: Taylor et al. 2007; contra: Wimpenny et al. 2009; and see:
Taylor et al. 2010); making inferences about hidden causal agents
(pro: Taylor et al. 2012b; contra: Boogert et al. 2013; Dymond
et al. 2013); creating novel causal interventions (pro: Jacobs et al.
2015; contra: Taylor et al. 2014; and see: von Bayern et al. 2009);
adaptively fashioning new tool shapes (pro:Weir et al. 2002; contra:
Rutz et al. 2016b); and using mental representations to solve tool
problems (pro: Gruber et al. 2019; contra: Vonk 2019). These dis-
agreements may partly reflect themethodological challenges inher-
ent in probing the minds of non-verbal subjects, but in our view,
they also bring into focus the upper limits of the species’ reasoning
abilities.

In conclusion, New Caledonian crows excel at solving tool-
related tasks, exhibiting a clear capacity for quick learning and
behavioural flexibility, but evidence of more advanced cognitive
abilities is much weaker. This suggests that a rudimentary form
of cumulative technological advancement is possible without
some of the technical-reasoning skills O&R predicted to be essen-
tial (as well as without language and active teaching; see Bluff
et al. 2010a; Holzhaider et al. 2010a). If our preliminary assess-
ment is correct, it would raise the possibility that cognitive con-
straints are currently limiting the scope for further technological
advancement in New Caledonian crows, and/or that different
mechanisms enable cumulative technology in humans and New
Caledonian crows. Although non-cultural processes are expected
to contribute to shaping the technology of New Caledonian
crows (Kenward et al. 2005; Rutz et al. 2018), we should not
underestimate the extent to which this was also the case in our
tool-making ancestors (e.g., Corbey et al. 2016). Therefore, what-
ever the precise contributions of genetics, individual learning and
social transmission (Hunt & Uomini 2016; Rutz et al. 2018), the
New Caledonian crow – and other non-human tool users (e.g.,
Rutz et al. 2016a) – provide a powerful comparative framework
(Dean et al. 2014) for identifying the basic biological processes
that enable cumulative technological evolution.
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Abstract

New Caledonian (NC) crow populations have developed com-
plex tools that show suggestive evidence of cumulative change.
These tool designs, therefore, appear to be the product of cumu-
lative technological culture (CTC). We suggest that tool-using
NC crows offer highly useful data for current debates over
the necessary and sufficient conditions for the emergence
of CTC.

The tools of New Caledonian (NC) crows offer some of best evi-
dence for cumulative cultural evolution in non-human animals
(Hunt & Gray 2003). These birds manufacture tools from a
range of materials for extractive foraging and other purposes
(Hunt 1996; St-Clair et al. 2018; Taylor et al. 2012a; 2012b;
Wimpenny et al. 2011), and show considerable diversity in tool
design across different populations, which cannot be explained
by ecological conditions alone (Hunt & Gray 2003). Some wild
NC crows incorporate hooks into their tool designs, a level of
technology not seen in our closest relatives, the chimpanzee,
and that appears to have only emerged in our species around
100 kya (Yellen et al. 1995). In particular, NC crows incorporate
naturally occurring barbs into the leaf tools they make from pan-
danus plants (Hunt 1996; 2000). These pandanus tools are partic-
ularly impressive because of their stepped design: crows cut steps
into the edge of pandanus leaf tools as they fashion them, with the
number of steps cut into the leaf edges showing large variation
between populations. It is this variation in tool designs that pro-
vides strong evidence for cumulative cultural. These tool designs
show evidence of cumulative improvement between populations,
are not created by naïve juveniles and the variation between
populations is not explained by ecological correlates (Hunt
2000; Hunt & Gray 2003; Kenward et al. 2005).

However, work on this bird species has failed to find evidence
for many of the social cognitive mechanisms that have been
claimed to be required for cumulative technological culture
(CTC), such as imitation, teaching, and language (Jelbert et al.
2018; Logan et al. 2016). For example, Logan et al. (2016) pre-
sented a classic two-action task to NC crows, but found evidence
only of stimulus enhancement and individual trial and error
learning, rather than evidence of imitation. There is also currently
little evidence for metacognition or theory of mind in this species
(Taylor 2014).

Instead, recent work suggests that CTC in this species is best
explained by a form of reverse engineering (or goal emulation),
which we termed “mental template matching” (Jelbert et al.
2018; Logan et al. 2016). We have suggested that crows form a
mental template of a particular tool design from observing or
using tools made by conspecifics, and then reverse engineer this
design when they manufacture their own tools. A recent
paper-ripping study provides good evidence that NC crows have
the cognitive capacity for mental template matching (Jelbert
et al. 2018). Crows that learned that either pre-made large or
small pieces of card could be inserted into a vending machine
to obtain food rewards, subsequently manufactured pieces of

card that matched the sizes of the previously rewarded examples.
This behaviour occurred even though subjects were rewarded at
random for the items they manufactured at test, and there was
no available tool design to copy, meaning only the crow’s mental
representation of the correct tool design could guide manufacture.
The presence of this cognitive capacity, coupled with observations
showing adult-like pandanus manufacture develops slowly over
the first year of life (Holzhaider et al. 2010b), that juveniles regu-
larly borrow their parents tools (Holzhaider et al. 2011), and the
parallels between template matching and song bird learning
(Jelbert et al. 2018; Slater 1983) provide strong support for the
hypothesis that NC crows pass on and update tool designs
through reverse engineering in the absence of advanced social
cognition.

Importantly, although NC crows do not appear to have
remarkable social cognition (Jelbert et al. 2015a; 2015b; Logan
et al. 2016), their technical reasoning abilities are substantial
and have been the focus of much research. In line with Osiurak
and Reynaud’s (O&R) technical reasoning hypothesis, there is
good evidence for a range of different types of technical intelli-
gence in this species. NC crows show evidence for the ability to
transfer causal knowledge between perceptually distinct problems
(Taylor et al. 2007; 2009), though it is not clear if this is via func-
tional generalisation or true analogical reasoning. They also can
mentally preplan solutions to problems (Gruber et al. 2019) and
make inferences, such as reasoning by exclusion (Jelbert et al.
2015a; 2015b) and inferring the weight of novel objects from
observing their movements in the wind (Jelbert et al. 2019).
There is also some evidence that NC crows might be capable of
representing hidden causal mechanisms (Taylor et al. 2012a;
2012b; but see Boogert et al. 2013; Dymond et al. 2013; Taylor
et al. 2013a; 2013b), but there is currently no conclusive evidence
that they form representations of unobservable ones (Neilands
et al. 2016; Taylor et al. 2009), nor that these birds possess the
ability to make causal interventions (Taylor et al. 2014; but see
Jacobs et al. 2015; Taylor et al. 2015).

This pattern of results provides strong general support for the
technical reasoning hypothesis raised by O&R. NC crows show a
profile of high technical reasoning abilities, less developed social
intelligence, yet strong indications of CTC. This profile is in
line with the hypothesis that CTC initially arises because of tech-
nical intelligence, rather than social intelligence. However, it also
suggests that not all the technical reasoning skills of humans are
necessary and sufficient for CTC. Work on NC crows suggests
that CTC can emerge not only in the absence of imitation, teach-
ing, and language, but also in the absence of analogical reasoning,
reasoning about unobservable causal mechanisms, and possibly
also the ability to make causal interventions. Instead, it appears
that a more limited causal understanding, along with functional
generalisation, inference, and mental simulation, might be a suf-
ficient suite of technical intelligence skills for cumulative cultural
evolution to emerge via template matching. Clearly though, far
more work is needed to test this hypothesis further. This is not
to say that many other abilities are not required for the full com-
plexity of the cumulative cultural evolution we currently see in
humans, but that the necessary and sufficient cognitive require-
ments for this process to start in a species might be simpler
than the full suite of technical reasoning skills O&R suggest.
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Abstract

We consider the evolutionary plausibility of Osiurak and
Reynaud’s (O&R) arguments. We argue that technical reasoning
is not quite the magic bullet that O&R assume, and instead pro-
pose a co-evolutionary account of the interplay between techni-
cal reasoning and social learning, with language emerging as a
vital issue neglected in O&R’s account.

For decades, high-fidelity social-learning mechanisms such as
imitation and teaching have been touted as the fundamental
pre-requisites for cumulative culture (Boyd & Richerson 1996;
Tomasello et al. 1993). Osiurak and Reynaud (O&R) provide a
useful corrective to this narrative, instead highlighting technical
reasoning as the overlooked “elephant in the room.” We are
largely sympathetic to this argument – indeed our own transmis-
sion chain experiments demonstrate that cumulative improve-
ments in tools can occur in the absence of opportunities for
teaching and imitation (Caldwell & Millen 2009; Zwirner &
Thornton 2015). However, we are sceptical that technical reason-
ing represents a magic bullet for understanding cumulative
culture.

First, O&R’s account is evolutionarily implausible, as it
assumes that ancestral hominins must have made a giant cognitive
leap to evolve modern technical reasoning skills before cumulative
culture could get off the ground. O&R provide no suggestions as
to what selective pressures might drive the evolution of technical
reasoning in ancestral populations. If we are to understand the
origins of human cumulative culture, a focus on proximate cogni-
tive mechanisms must go hand-in-hand with attempts to under-
stand ultimate, functional drivers.

Second, by definition, culture of any kind (including cumula-
tive culture) requires social learning (Boyd & Richerson 1985;
Mesoudi & Thornton 2018). No account of the origins of cumu-
lative culture can therefore be complete without consideration of
how learned behaviour can be transmitted between individuals.
O&R suggest that technical reasoning skills may themselves

provide the cognitive foundations for imitation and teaching,
but this again leaves open the question of how and why technical
reasoning skills themselves originated. It also downplays the fact
that social learning does pose specific cognitive challenges, not
least the need for learners to direct their attention towards poten-
tially profitable sources of social information (Kendal et al. 2018).
In both humans and many non-human animals, social learning
plays a vital role in the development of many fundamental aspects
of behaviour, including parental care, foraging, communication
and social conventions (Thornton & Clutton-Brock 2011;
Whiten 2019a). Thus, it is likely that social learning mechanisms
pre-dated and indeed scaffolded the later (genetic and/or cultural)
evolution of human-like technical reasoning skills. Indeed, evi-
dence suggests that the acquisition of technical skills in children
is shaped and guided by social learning from experienced adults
(Beck et al. 2011; Nielsen 2013).

The core of O&R’s argument is that “cumulative technological
culture originates in non-social cognitive skills” (our emphasis). A
more plausible suggestion is that the sensory, motoric and cogni-
tive mechanisms that underpin technical reasoning co-evolved
with social learning in a positive feedback loop as human popu-
lations became increasingly reliant on tools and technologies to
access resources following our ancestors’ invasion of the savannas
(Caldwell et al. 2018; Morgan et al. 2015; Zwirner & Thornton
2015). There is compelling evidence that relatively simple learning
processes can allow groups of animals to reach optimal solutions
to problems that would be difficult for a single individual (Saldana
et al. 2019; Sasaki & Biro 2017). Thus, the core criteria for cumu-
lative cultural evolution – that is sequential improvements in the
performance of behaviour over multiple episodes of social trans-
mission (Mesoudi & Thornton 2018) – are likely to be present in
some non-human animals. Processes similar to those found in
other species may well have led to modest, cumulative improve-
ments in early hominin tools. As our ancestors’ reliance on
tools increased, so too would the benefits of mechanisms to
understand how tools work and to transmit that information
socially, in turn facilitating the production of more complex
and effective tools. Consistent with this argument, evidence
shows that teaching provides no clear advantage over other
means of social learning in tasks involving structurally simple
tools, but begins to provide important advantages as tools become
more complex (Caldwell et al. 2018; Zwirner & Thornton 2015).
The mutually reinforcing advantages of teaching and technical
reasoning could therefore ratchet up, eventually opening up
entirely new design spaces that could never have been reached
without prior episodes of innovation and cultural transmission.
Thus, although all putative examples of cumulative cultural evolu-
tion in other species are restricted to specific contexts where there
is a single, fixed optimum behaviour (for instance, finding the
most direct route between two points: Sasaki and Biro 2017),
the scope of human culture is open-ended, with cultural traits
that can continually change, recombine and diversify.

The idea that teaching may have played an increasingly impor-
tant role in human cultural transmission brings us to a vital ele-
ment that is largely overlooked in O&R’s account: language.
Critically, language allows us to teach in an almost infinite
range of contexts, to pass on information about what not to do
(which is all but impossible to extract through reverse engineering
alone), and to request specific information when needed. This
allows the scope of human teaching to surpass anything seen in
other species, where teaching is restricted to specific,
species-typical adaptive behaviours such as hunting (Thornton
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& Raihani 2008). If the origins of language lie in the need to teach
hard-to-learn skills to kin, as suggested by Laland (2017b), it is
also likely that the evolution of linguistic skills would have altered
the selective environment for other cognitive traits. Thus, as our
ancestors’ linguistic skills evolved, so too would the benefits of
being able to represent, and convey information about, unobserv-
able mental states and physical properties, eventually enabling tar-
geted social transmission of technical knowledge from
knowledgeable to naïve individuals.

The challenge for students of cumulative culture is two-fold:
we must both explain the origins of human cultural prowess –
how is it that our ancestors began to diverge from other species? –
and the later cumulative elaboration of tools, technologies and
conventions. We applaud O&R for highlighting technical reasoning
as an important piece of the puzzle, particularly with regards to the
latter issue. However, their “technical reasoning hypothesis” cannot
be seen as a competing theory to the more conventional emphasis
on social learning, but rather as pinpointing one element in a feed-
back loop through which cognition, culture and technology
co-evolve.
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Abstract

Osiurak and Reynaud highlight a major omission of models of
cumulative technological culture. I propose an additional prob-
lematic omission: pride. By taking this emotion into account,
we can address the question of why humans seek to learn,
teach, and innovate – three processes essential to cumulative
technological culture (CTC). By fostering achievement, prestige,
and social learning, pride provides a pivotal piece of the puzzle.

Osiurak and Reynaud (O&R) argue that cognitive factors have
been overlooked in research on the emergence of cumulative tech-
nological culture (CTC). Here, I highlight another overlooked fac-
tor also critical to CTC. Although scholars agree that social
learning and innovation are essential to cumulative culture, few
have asked why humans engage in these behaviors, at a proximate
level: what motivates people to teach others what they know, learn
valuable knowledge and skills, and improve upon these with new
innovations? The answer to all three questions, I argue, is pride,

the self-conscious emotion that instills in humans a desire to
develop and maintain a self-concept that meets and exceeds social
norms and standards.

Pride is pleasurable emotion that reinforces socially valued
behaviors (Tracy & Robins 2004; Weidman et al. 2016).
Numerous studies provide strong support for the universality of
pride in humans (e.g., Tracy & Matsumoto 2008; Tracy &
Robins 2008). At a proximate level, individuals’ desire to experi-
ence pride motivates them to work toward effortful achievements
and engage in moral behaviors; and their nonverbal displays of
pride cross-culturally communicate to others their deservingness
of high rank and prestige (Shariff & Tracy 2009; Tracy et al.
2013; Witkower et al. 2019). From a genetic evolutionary perspec-
tive, then, it is likely that pride emerged in humans to solve the
adaptive problem of social-rank attainment (Cheng et al. 2010).
Yet, pride may have come to serve a secondary function in
human history, facilitating three psychological processes that are
critical to CTC: (1) a motivation to create, build, and discover;
(2) a willingness to teach one’s creations to others; and (3) an abil-
ity to selectively learn from others who are experts (Tracy 2016;
Tracy et al., in press).

Beginning with that first critical process of developing skills
and acquiring knowledge, pride is the emotion that pushes people
to work effortfully in ways that ensure success; feeling pride
increases persistence at boring tasks (Williams & DeSteno 2008)
and achievement-building activities that yield future rewards
(Ho et al. 2016), and pride is associated with creativity and inno-
vation (Damian & Robins 2013). Furthermore, a felt absence of
pride motivates under-performing individuals to change their
ineffective work habits so as to become more productive and suc-
cessful (Weidman et al. 2016).

Turning to the second critical process, a willingness to teach,
here pride is crucial because it facilitates the attainment of pres-
tige. Prestige evolved in humans as a rank attainment strategy dis-
tinct from dominance, the threat-based strategy shared widely
across the animal kingdom. In humans, a species with the capac-
ity for social learning, it becomes adaptive to defer to leaders who
possesses valuable knowledge and skills (i.e., prestige), as doing so
incentivizes these individuals to allow followers to copy and learn
from them (Henrich & Gil-White 2001). Pride is the affective
mechanism underlying the attainment of prestige; in addition to
motivating the achievement-orientation that results in knowledge
and skill acquisition, pride motivates individuals to help and
advise others, and to cooperate and demonstrate care for those
in need (Ashton-James & Tracy 2012; Cheng et al. 2010;
Dorfman et al. 2014; Van Der Schalk et al. 2012). Further sup-
porting this account, prestigious group members regularly feel
the “authentic pride” that comes from achievements and pro-
social behaviors but not the “hubristic pride” that is associated
with aggression and dominance (Cheng et al. 2010), and display
the pride nonverbal expression during rank contests, presumably
to signal their prestige to potential followers (Witkower et al.
2019).

The third psychological process that underpins cumulative cul-
ture is strategic copying, in the sense of choosing to learn from the
wisest or most skilled group members so that high-quality cultural
knowledge is passed on. This process requires individuals to
determine who is likely to be prestigious, then defer to those
models and copy them (Henrich 2017). Studies show that even
2-year-olds choose to learn from social models who demonstrate
accurate, rather than inaccurate, knowledge (Koenig & Woodward
2010), and, when lacking information about a model’s accuracy,
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seek cues of expertise in the form of nonverbal displays of cer-
tainty (Birch et al. 2010; Brosseau-Liard & Poulin-Dubois
2014). These displays are notably similar to the universally recog-
nized pride expression (which includes smiling, expansive pos-
ture, and head-tilt upward; Tracy & Robins 2008), pointing the
potential importance of pride in social learning.

To test whether adults, too, selectively learn from social models
who display pride, we incentivized participants to correctly
answer a difficult trivia question and gave them the opportunity
to copy an answer offered by a peer – who was actually a
confederate, posing an expression of pride, shame, happiness, or
neutral. When this individual displayed pride, participants
copied them 80% of the time, compared to 50% for happiness,
and 20–30% for shame and neutral expressions (Martens &
Tracy 2013).

Copying those who display pride is likely to be adaptive at a
genetic level, by prompting learning that increases fitness; and
also adaptive at a cultural level, by increasing the likelihood that
the best knowledge and skills are passed on to others who can
improve upon them further (Henrich 2017). Although people
can fake pride displays, in the long run such performances are
unlikely to shape social learning, a process that occurs largely
in relationships formed across many different interactions, and
which takes into account partners’ long-term reputations.
Indeed, even children eventually stop copying a social model
who displays confidence but has a history of inaccuracy
(Brousseau-Liard et al. 2014); and adults who are caught over-
claiming what they know become distrusted and unattractive
social partners (Tenney et al. 2019).

In sum, pride contributes to each of the three key psycholog-
ical processes that underlie cumulative technological culture: it
motivates people to work hard to achieve, thereby facilitating
the development of valuable knowledge and skills; it promotes
the attainment of prestige, which entails a built-in incentive to
share the fruits of one’s achievements with others; and it cues dis-
criminatory social learning, informing group members which
models they should copy and learn from.
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Abstract

Osiurak and Reynaud highlight the critical role of technical-
reasoning skills in the emergence of human cumulative techno-
logical culture (CTC), in contrast to previous accounts

foregrounding social-reasoning skills as key to CTC. We ques-
tion their analysis of the available evidence, yet for other reasons
applaud the emphasis on causal understanding as central to the
adaptive and collaborative dynamics of CTC.

Osiurak & Reynaud (O&R) detail a two-pronged case for
technical-reasoning skills as primary in cumulative technological
culture (CTC), looking to neurophysiological research on the one
hand, and micro-society paradigms on the other. Our commen-
tary will focus on the latter line of research.

In the micro-society paradigm, participants are tasked with
building an artifact (e.g., a wire tower or paper airplane) within
an allotted period. These artifacts (one for each participant) are
then assessed on dimensions such as attractiveness, size, and
functionality. Critically, participants complete the task as mem-
bers of a “chain,” such that upon completion of the task, the
next participant in the chain completes the task as well.
Participants either simply observe the actions of others in their
chain, or are allowed to communicate with them before attempt-
ing to build the artifact on their own. Of interest are relationships
that might emerge between various cognitive capacities and both
individual and cumulative performance under these two condi-
tions. O&R’s key conclusion from this research is that technical-
reasoning skills predict cumulative performance better than
social-reasoning skills.

In this research, technical-reasoning skills were assessed solely
via participants’ performance on two subsets of the Batterie
Multifactorielle d’Aptitudes (NV7 battery), measuring ability to
select appropriate tools for a given task and mental rotation.
Similarly, social-reasoning skills were assessed via just two tasks:
the Reading-the-Mind-in-the-Eyes Task (RMET), measuring abil-
ity to label emotions based on facial expressions, and the Comic
Strip (CS) task, measuring ability to infer an agent’s future action
based on prior contextual information.

There are several reasons for questioning O&R’s findings as an
adequate foundation for their inference that technical-reasoning
skills account for CTC to a greater degree than social-reasoning
skills. First, the only two measures O&R employed to assess the
role of social reasoning in CTC are unlikely to index individual
variability in the types of social-reasoning skills that are argued
to facilitate CTC (see Tomasello 2016). Specifically, the RMET
indexes only the ability to accurately label a decontextualized
facial emotional expression (see Aviezer et al. 2017); how this abil-
ity relates to general social understanding is not clear (see Oakley
et al. 2016). As well, a recent meta-analysis of the psychometric
properties of the CS revealed a negatively skewed pattern suggest-
ing possible ceiling effects; it may not be well-suited for investigat-
ing individual differences (Davidson et al. 2018), and thus is likely
inappropriate for assessing relationships between social reasoning
and CTC.

Second, flawed logic affects O&R’s analysis: just because
individual differences on particular social-reasoning tasks (e.g.,
RMET and CS) fail to predict outcomes (e.g., cumulative
performance) doesn’t mean those (or other) social-reasoning
skills are not critical to the achievement of those outcomes. Key
aspects of the skill at issue might be quite central to the outcome;
aspects of the skill that happen to display individual differences
may be what are irrelevant. To illustrate, consider a scenario in
which researchers observe no correlation between performance
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on a particular working memory task and vocabulary size. It
would be misguided to conclude from such a finding that working
memory more generally is unrelated to language acquisition.
Relatedly, a more general point: O&R’s case is problematic
because it involves drawing a strong inference – social-reasoning
skills aren’t key to CTC – from a null finding (absence of a par-
ticular correlation).

Third, the micro-society paradigm, although innovative in its
use of tangible dependent variables, does not adequately capture
the cultural, historical, and ecological circumstances underlying
CTC in the real world. Ironically, O&R contrast their views
with those of Boyd et al.’s (2011) “cultural niche” approach, yet
Boyd and colleagues explicitly refer to adaptation (e.g., sophisti-
cated hunting or shelter building methods) whereas the artifacts
in O&R’s tasks (paper airplane and tower) do not serve what
would normally be regarded as adaptive functions. Without gen-
uine adaptive pressure, there may be little communal interest in
achieving cumulative progress. Therefore, O&R’s micro-society
findings may radically underestimate the role of social-reasoning
factors in CTC.

Fourth, the micro-society paradigm is biased toward an
individual-centered cognitivist approach because the constructed
artifacts are always built by individuals who are alone in a
room. Collaboration, an important component of the culture-
centered approach to CTC (see Tomasello 2016), is thus not
observable because of a task design that prohibits social interac-
tion during the actual construction phase.

Finally, O&R’s conceptual analysis lacks precision. Specifically,
they employ terms such as technical reasoning, mechanical
knowledge, and causal understanding interchangeably to refer
to the proposed primary “driver” of CTC, even though these
terms are arguably distinguishable in meaning. Furthermore, the
scope of O&R’s claim is not clear. In other places (e.g., De
Oliveira et al. 2019), the authors limit their claims to technology
to the exclusion of other forms of cumulative culture such as
music (itself a distinction that is not self-evident), but such clar-
ification is missing in the target article, generating genuine theo-
retical confusion. Finally, although O&R describe theory-of-mind
understanding as orthogonal to causal reasoning, it is important
to note that causal reasoning is argued by many to be a defining
feature of theory-of-mind development (e.g., see Penn et al.
2008b). Pitting the two against one another is potentially mislead-
ing and theoretically problematic.

Similar to others (e.g., Gopnik & Wellman 1994; Penn &
Povinelli 2007; Wellman & Gelman 1992), we find it highly plau-
sible that causal learning is a primary engine behind humans’
acquisition of both sophisticated social- and technical-reasoning
skills. Furthermore, despite the lack of evidence, we agree with
O&R that causal understanding likely plays an important role
in CTC with language – another inter-related skill-set – operating
as a powerful catalyst (Sterelny 2016). Moving forward, we suggest
that future research using the micro-society paradigm introduce
both adaptational and collaborative components to achieve
greater ecological validity and provide a more comprehensive
view of the dynamics of CTC.
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Abstract

The authors do the field of cultural evolution a service by exploring
the role of non-social cognition in human cumulative technolog-
ical culture, truly neglected in comparison with socio-cognitive
abilities frequently assumed to be the primary drivers. Some
specifics of their delineation of the critical factors are problematic,
however. I highlight recent chimpanzee–human comparative
findings that should help refine such analyses.

BBS peer-commentaries often favour criticism, including my own.
Here I start instead with a broad note of approval. I judge Osiurak
and Reynaud (O&R) are essentially correct in arguing that perva-
sive claims for special forms of human social learning constituting
the primary explanation for our distinctive cumulative technolog-
ical cultures have neglected an “elephant in the room”: non-social
cognition. In an article cited by O&R, Whiten et al. (2003)
reviewed accumulating evidence of chimpanzees learning diverse
kinds of object manipulation from others, implying similar capac-
ities in our common cognitive ancestry. This led us to suggest that
at the time ancestral hominins left evidence of early cumulative
culture in the shape of knapped stone artefacts, “the really signifi-
cant change … was not so much in social learning mechanisms
themselves, but rather in the kinds of behaviour patterns that
were invented as increasing brain size made more sophisticated
sequences of action possible. Existing capacities for imitation
would be brought into play to acquire these from their inventors,
for as encephalization made possible more complex innovations,
so would it allow the imitator to represent more complex actions
for copying” (p. 103).

O&R do the field of cultural evolution a real service by elabo-
rating on this last point, that sophisticated technological cognition
may facilitate not only the innovations essential to cumulative cul-
ture, but also the representation of novel behaviours performed by
others, such that they can be copied. However, not all of the
authors’ specific propositions are compelling. I highlight some
limitations further below.

First, I highlight another observation made in Whiten et al.
(2003) that supports the target article’s core argument. This refers
to hominin Acheulian stone tool making, which persisted with
little cumulative change for over 1 million years. Experimental
work on the acquisition of the skills necessary to knap
Acheulian-type bifaces (e.g., Stout et al. 2019) indicates this
requires at least imitative copying, if not some form of teaching.
As Whiten et al. (2003) and earlier, Mithen (1996a) commented,
this implies that such high-fidelity copying was not sufficient to
create cumulative lithic culture; what was necessary was the
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invention of more sophisticated tool-making techniques, thence
copied by others.

I wonder, however, why the authors of the target article are not
more ambitious in addressing the elephant in the room beyond
only cumulative technology? Human cumulative culture has
spanned diverse domains, from language to rituals, religions,
dance and greeting gestures, to name a few; doesn’t the elabora-
tion of these also require both faithful cultural transmission and
bouts of innovative non-social cognition?

With this in mind I’d question the authors’ reference to
“reason” as critical to the non-social cognitive component – does
one need to “reason” to innovate a new dance step or a novel ritual
flourish? Even considering the authors’ insistence (sect. 2.1) that
“technical reasoning is critical for the learning of technical content
from social interactions as well as for improving this content”,
numerous empirical findings appear in conflict, including the
claimed unique manifestations in humans. For example in the
original finding nowadays referred to as over-imitation, Horner
and Whiten (2005) discovered that young chimpanzees omitted
visibly unnecessary elements of a tool use demonstration when
their turn came, thus apparently displaying more “technical rea-
soning” than children, who blanket-copied both necessary and
causally unnecessary elements. Such findings seem at odds with
the authors’ assertion “that technical-reasoning skills allow
humans to extract relevant technical information from a
‘social demonstration’ (imitation), [and] to reject irrelevant
information” – in our experiment, the latter is what the
chimpanzees did, but the children did not.

This is but one instance in which I suggest more work is
needed to more accurately delineate the nature of the non-social
cognition that the authors urge us to focus on to better under-
stand cumulative culture. Below there is space to list just a few
more, with a focus on human/chimpanzee cognitive comparisons.

In Section 2.1, it is said that humans are the only species to
display cognitive transfer skills. What then of cases such as that
reported by Tennie et al. (2010) in which chimpanzees were
shown by a human that pouring water from a bottle could lift a
peanut in a cylinder, to retrieve it? Later, presented with this prob-
lem but no bottle, several chimpanzees transferred their knowl-
edge of getting water from their drinker and spitting it, to
instead fill the cylinder by this means: a real and imaginative
innovation on their part, achieved by this transfer. In reviewing
animal tool use, Visalberghi et al. (2017) cite over 60 papers in
their section on “transfer.”

It is nevertheless true that chimpanzees often fail to achieve
cumulative social learning in contexts where humans do. In the
first demonstration of this, young chimpanzees learned a simple
technique of using a probe to extract honey from an artificial for-
aging device, but then failed to adopt a more complex and prof-
itable demonstrated technology, which other chimpanzees who
had not learned the simple technique did discover
(Marshall-Pescini & Whiten 2008). The first group thus seemed
to get “stuck” on the simple technique, whereas children later
tested in a similar context did “step up” and adopt the more
sophisticated and productive option after they witnessed it
(Whiten et al. 2009). More recent experiments have however
revealed some instances of cumulative technology through chim-
panzees’ combination of discoveries made by others (Vale et al.
2017), and where cognitive loads involved in stepping up to a
more complex technology are reduced (Davis et al. 2016; 2018).

The authors have made a valuable contribution to the field of
cultural evolution, but more refined, and sometimes more

nuanced, understanding of the aspects of non-social cognition
key to cumulative culture are called for. Comparative studies focused
on cumulative culture issues such as those cited above are clearly rel-
evant, but so may be new syntheses and thinking on such
core-related topics as problem solving (Seed & Mayer 2017), inno-
vation (Kuczaj 2017) and causal reasoning (Völter & Call 2017).
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Abstract

The commentaries have both revealed the implications of and
challenged our approach. In this response, we reply to these con-
cerns, discuss why the technical-reasoning hypothesis does not
minimize the role of social-learning mechanisms – nor assume
that technical-reasoning skills make individuals omniscient tech-
nically – and make suggestions for overcoming the classical
opposition between the cultural versus cognitive niche hypothe-
sis of cumulative technological culture.

R1. Introduction

Cumulative technological culture (CTC) is a fascinating phenom-
enon, considered in 2005 by the journal Science as one of the 125
big scientific questions. Research on this topic has been domi-
nated by disciplines such as anthropology, evolutionary biology,
mathematics, or archeology. Some areas of psychology also con-
tribute to the debate (e.g., developmental and comparative).
However, this rarely applies to the areas of psychology involved
in the cognitive sciences, such as cognitive psychology, neuropsy-
chology, or cognitive neuroscience (Heyes 2018). This is surpris-
ing if we acknowledge that CTC cannot be fully understood
without a detailed examination of its neurocognitive origins. In
the target article, we offered a unified cognitive approach to this
phenomenon to overcome this shortcoming.

Before we begin our response by reminding the reader of the
key aspects of our approach, we warmly thank the authors of all
26 commentaries for their thoughtful critiques and the extensions
they suggested to the target article. Because of the great number of
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commentaries, we are unfortunately not able to discuss all of the
concerns raised but hope we have done justice to the most impor-
tant points.

R2. What the elephant says

The key hypothesis of our approach is that CTC originates in non-
social cognitive skills, namely technical-reasoning skills which
enable humans to acquire new techniques and improve existing
ones. This hypothesis leads us to decouple CTC from social-
learning mechanisms without, however, wishing to minimize
the impact of the latter (Gruber). Technical reasoning is a cogni-
tive structure which makes it possible to acquire and elaborate
technical content (i.e., mechanical knowledge). It is unaware of
the source that provides this content. As rightly emphasized by
Gabora and Smith, the distinction commonly made between aso-
cial learning and social learning does not exist for technical rea-
soning. To paraphrase them, we can acquire the technique of
peeling by watching a conspecific peel a banana (social learning),
by watching a monkey peel a banana (asocial learning), or by
watching the petals of a tulip unfold (asocial learning). In all
these situations, the same technical reasoning is at work. What
differs, however, is the opportunity offered by the environment.
In other words, humans can acquire technical content more
quickly through social learning – and particularly through com-
plex forms of social learning such as teaching – than through aso-
cial learning. Nevertheless, the opportunity to acquire technical
content (through asocial or social learning) is orthogonal to the
ability to acquire and improve it (through technical reasoning).
As rightly pointed out by Claidière, our approach is far more con-
sistent with a social than an ecological view of CTC.

This approach can be misinterpreted as placing exaggerated
emphasis on the technical dimension of the phenomenon (e.g.,
Houkes & Vaesen; Miu, Boyd, Richerson, & Morgan [Miu
et al.]; Thornton, Happé, & Caldwell [Thornton et al.]). For
instance, it might be considered to lead, by extrapolation, to the
idea that “a single human, of infinite lifespan, with infinite
time, would be able to produce the entirety of the current
human repertoire” (Miu et al.). We understand how such a mis-
interpretation can be arrived at and we think that the main reason
is that we did not specify what we meant by “the opportunity
offered by the environment.” We would like to correct this omis-
sion. Let us consider a solitary species equipped with technical-
reasoning skills (Asocial opportunity+; Social opportunity−).
This species can acquire technical content through asocial learn-
ing (i.e., innovation-by-invention; Rawlings & Legare). However,
the lack of opportunity to watch other conspecifics should prevent
this species from showing the signs of CTC, with each individual
being systematically condemned to reinvent the wheel. Therefore,
some social conditions such as gregariousness and social tolerance
are prerequisites for the social transmission of technical skills (van
Schaik et al. 1999).1 Let us now consider a species with such social
conditions (Asocial opportunity+; Social opportunity+). Even
with less complex forms of social learning (i.e., no teaching),
the ability to reason technically about the opportunities offered
by the asocial and social environments can lead this species to
progressively show the signs of CTC, thereby generating a greater
number of innovations and, notably, innovations-by-modification
(Rawlings & Legare). However, the scope of this phenomenon
may be limited because of the complexification of technology
over time (see sects. 3.3 and 3.4). Thus, more complex forms of
social learning based on specific social cognitive skills (i.e., theory

of mind; but also language, an aspect overlooked in the target
article; see sect. 5; Claidière; Thornton et al.) can become
necessary to help boost CTC (Asocial opportunity+; Social
opportunity++⋯+). Having clarified these various issues, we
can now address the major concerns raised by the commentators.

R3. Is the elephant novel?

Whiten judged that our approach was “essentially correct in
arguing that pervasive claims for special forms of human social
learning constitute the primary explanation for our distinctive
cumulative technological cultures have neglected an ‘elephant in
the room’: non-social cognition” (p. 46). As stated, the strength
of our approach lies in the epistemological shift we proposed,
stressing that CTC is not only a social but also a technical
phenomenon. This shift has been influenced by our own scientific
background, namely cognitive science, which provides novel
insights into the neurocognitive origins of CTC. As discussed in
sect. 2.1 (see also Fig. 2; Osiurak et al. 2020b), neuropsychological
findings have demonstrated that technical reasoning supports
both the use of familiar tools (e.g., using a hammer with a nail)
and the use and making of novel tools to solve mechanical
problems. Technical reasoning mainly involves the area PF within
the left inferior parietal lobe. Interestingly, this brain area is also
preferentially activated when people observe tool-use actions
performed by others. In other words, this suggests that the
same neurocognitive process (i.e., technical reasoning/left area
PF) is involved when humans carry out mechanical actions as
well as when they watch others doing so (Reynaud et al. 2019).
These findings are not anecdotal in a field where it is common
to assume that “imitation/social learning” and “innovation/asocial
learning” are two orthogonal dimensions of CTC (e.g., Miu
et al.), and which therefore risks giving rise to only a very
restricted account of cognition (Gärdenfors, Högberg, &
Lombard [Gärdenfors et al.]). Instead, in line with Gabora
and Smith’s commentary (see sect. R2), these neuroscientific
findings indicate that the same cognitive process is at work what-
ever the nature of the learning (i.e., asocial and social). In this
respect, contrary to what Miu et al. claim, the cognitive approach
we propose offers a fresh look at CTC, as pointed out by Whiten
and other commentators (Benge & Scullin; Gärdenfors et al.;
Gruber; Haber & Corriveau; Korth; Motes-Rodrigo, Reindl, &
Bandini [Motes-Rodrigo et al.]; O’Brien & Bentley; Rawlings
& Legare; Rutz & Hunt; Thornton et al.; Tracy).

Another point that leads us to think that our approach is novel
concerns the clarifications provided by some proponents of the
cultural niche hypothesis about the role of technical reasoning,
an aspect ignored so far (see immediately above). More specifi-
cally, Derex and Boyd state that “Boyd et al. (2011) and Derex
et al. (2019) never claimed that reasoning plays no role in CC.
Rather they argued that the improvement of culturally evolving
technology is not necessarily tied to individuals’ level of under-
standing” (p. 23). This statement corresponds to a considerable
revision of the initial cultural niche hypothesis and we look for-
ward to reading a future theoretical development of this hypoth-
esis explaining what the precise role of technical reasoning in
CTC is and how the cultural niche hypothesis now differs from
the cognitive niche hypothesis. We also appreciate the clarifica-
tion that the authors provided concerning the link between indi-
viduals’ level of understanding and cumulative improvement. We
have to note that this differs from the conclusions drawn by Derex
et al. (2019): “These results indicate that complex technologies
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need not result from enhanced causal reasoning but, instead, can
emerge from the accumulation of improvements made across gen-
erations” (p. 446). Miu et al. argue that we cited only a single
(self-authored) study to support our link between technical rea-
soning and CTC. Actually, we cited four of our studies (De
Oliveira et al. 2019; Osiurak et al. 2016; 2020a; in press). We
acknowledge that this remains insufficient. Nonetheless, we
have already collected the data from more than 1,200 participants
who took part in micro-society experiments (some of these data
are still unpublished). In all these studies, the conclusion is always
the same: Cumulative performance is tied to individuals’ level of
technical reasoning. In broad terms, these findings invalidate the
above prediction made by Derex and Boyd. Having said this, we
agree with Derex and Boyd that “a more fertile approach may
be to study how both types of abilities reinforce each other”
(p. 24). Indeed, our target article was an attempt in this direction
in that our aim was to develop a theoretical framework detailing
how technical reasoning can work in concert with social-learning
mechanisms to favor the emergence of CTC. Miu et al. hold that
our approach is not sufficient because it does not explain “how
individual-level decisions scale up to population-level dynamics”
(p. 34). We agree and we also acknowledge that proponents of
the cultural niche hypothesis have developed fruitful computa-
tional models of CTC at a macroscopic level. One of our current
objectives is to follow this direction by conducting modeling work
based on the technical-reasoning hypothesis of CTC. However, to
initiate this fertile approach, proponents of the cultural niche
hypothesis have also to integrate the key neuroscientific findings
reported above as well as the link we identified between each indi-
vidual’s level of technical reasoning and cumulative performance
in micro-society experiments.

R4. Is the elephant solitary?

As discussed in sect. R2, the focus placed in the target article on
the technical dimension seems to have been misinterpreted or
overinterpreted by several commentators. As O’Brien and
Bentley highlight: “We would argue that this revised assumption
in no way allows us to ignore the social dimension and redirect
our focus to the nonsocial, strictly technical dimension” (p. 37).
We fully agree with them. As explained, technical reasoning is
the cognitive structure allowing individuals to acquire and
improve technical content. However, the opportunity to acquire
it increases as social-learning mechanisms become more effective
(e.g., teaching). Thus, we did not hypothesize that solitary
individuals equipped with technical reasoning would exhibit
CTC. We also thank Derex and Boyd for stressing that “individ-
uals constantly face intense tradeoffs and so must allocate their
time and energy strategically” (p. 24). We did not address this
point explicitly in the target article, although we agree that
social-learning mechanisms (particularly teaching) provide suit-
able conditions for such strategies2 (e.g., deciding to acquire a
new technical content through social learning when the cost of
asocial learning is high). In broad terms, as pointed out by
Gruber, our purpose was not to minimize the impact of social
learning in CTC, but to shift the focus to the technical dimension
by assuming that this phenomenon could not emerge without
technical reasoning. More specifically, an aspect of our approach
that seems to have been mis/overinterpreted by several commen-
tators is the role of teaching/social demonstration in CTC (e.g.,
Derex & Boyd; Gärdenfors et al.; Houkes & Vaesen; Miu
et al.; Moll, Nichols, & Pueschel [Moll et al.]; Rawlings &

Legare; Thornton et al.). These commentaries mention several
studies in which young children fail to solve tasks by themselves
(e.g., using water as a tool, or making a hook), but succeed after
social demonstration (Beck et al. 2011; Moll 2018; Nielsen
2013). For some of the aforementioned commentators, this dem-
onstrates that teaching/social demonstration is enough for sub-
jects to acquire technical content, without any need to add
technical reasoning to the equation. Here, we explain why our
approach better fits these findings.

Let us begin with the exclusive hypothesis that teaching/social
demonstration is enough to permit the acquisition of technical
content. This hypothesis predicts that when a child or an adult
is unable to acquire a technique by herself or himself, she or he
should succeed after teaching/social demonstration. The study
of Cutting et al. (2011) provides data that are useful for testing
this prediction. They reported that 8 and 30% of the
4–5-year-olds and 6–7-year-olds, respectively, were able to make
a hook by themselves to reach a target, whereas the values were
79 and 67% after a social demonstration (Experiment 1). The
authors also proposed another task consisting of unbending a
pipe cleaner to reach a target. In this task, 33 and 56% of the
4–5-year-olds and 6–7-year-olds, respectively, successfully solved
this task, whereas 58 and 41% did so after a social demonstration
(Experiment 1). These findings indicate that the effect of
teaching/social demonstration is far from systematic because a
significant number of children did not benefit from social
demonstration. In broad terms, these findings invalidate the pre-
diction derived from the exclusive hypothesis of teaching/social
demonstration.

It is noteworthy that the discussion initiated in these commen-
taries is based on the incorrect assumption that technical reasoning
alone (i.e., without social learning) can allow individuals to acquire
spontaneously any technical content. This mis/overinterpretation
corresponds to an omniscient view of technical reasoning (see
sect. 2.3). However, we did not hypothesize that technical reason-
ing is a “magic bullet” (Miu et al.; Thornton et al.) making it pos-
sible to spontaneously and quickly understand our physical world
or acquire and improve techniques. As detailed in sect. 2.3, individ-
uals acquire techniques (i.e., mechanical knowledge) progressively
over time and the opportunities offered by the environment
(mostly social) differ between individuals, so that the degree of
technical expertise is subject to considerable interindividual varia-
tion. The corollary is that not every individual can learn any given
technical content at any given time. This idea is perfectly in line
with the concept of zone of proximal development (Vygotsky
1978; see sect. 3.5; see also Haber & Corriveau). In this frame,
the aforementioned developmental studies suggest that teaching/
social demonstration can be, under some circumstances, a very
effective way for children – although this is also true for adults –
to go just beyond their zone of proximal development. However,
if what is transmitted socially goes far beyond this area, the acqui-
sition of a new technical content becomes impossible. In this
respect, this explains why some children can benefit from social
demonstration although others do not, namely because this acqui-
sition depends on their current level of technical-reasoning skills
and, as a result, zone of proximal development.

In other words, the amount of technical information that can
be transmitted during a social interaction depends very greatly on
the learner’s technical-reasoning skills, as demonstrated in several
of our micro-society experiments (e.g., Osiurak et al. 2016). This
interpretation is perfectly consistent with Haber and Corriveau,
who argue “for a more integrated approach to cumulative
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technical culture, grounded in sociocultural theory (e.g., Vygotsky
1978). Such an approach should highlight the important cognitive
skills children bring to bear to acquire technical information,
yet also recognize that most learning situations occur in interac-
tions with others” (p. 28). Some of the mis/overinterpretations
discussed here might have been avoided if we had written this
statement as eloquently as Haber and Corriveau have done. In
light of this discussion, we must fine-tune our suggestions con-
cerning the idea that children might not have the technical exper-
tise necessary for them to exhibit CTC (sect. 3.4). We thank
Burdett and Ronfard for highlighting this concern. Studying
social transmission in children can, of course, be a good method-
ological choice for exploring CTC. Simply, in light of the present
discussion, we meant that there can be no doubt that much more
care is needed when designing experimental tasks in which the
technical solutions fall within the participants’ zone of proximal
development. This might optimize the chances of observing
cumulative performance.

R5. Is the elephant omniscient?

In the target article, we formulated two assumptions that may
appear paradoxical, but are not. The first is that technical reason-
ing enables humans to acquire and generate a great amount of
technical content. The second is that individuals acquire tech-
niques (i.e., mechanical knowledge) progressively over time
depending on the opportunities offered by the environment, lead-
ing to considerable interindividual variations. More specifically,
we meant that technical reasoning offers the technical potential
to acquire any technique. Nevertheless, these techniques cannot
be learned independently of a certain logic of acquisition (i.e.,
the zone of proximal development discussed above), as nicely
illustrated by the work of Baillargeon and colleagues (see sect.
2.3). Thus, humans are not omniscient in terms of techniques
and their acquisition is costly in terms of time. In addition,
given that humans have developed a vast amount of techniques
in distinct technical domains, it is, of course, impossible for a
human to acquire all of them during her or his lifetime (i.e.,
the core principle of CTC). The corollary is that, one day, the
techniques of a single domain might be too complex to be
acquired and improved in a single lifetime (Mesoudi 2011).
Regardless, assuming that each human possesses the technical
potential to acquire a great – perhaps infinite – amount of tech-
nical content is not inconsistent with the idea that our lifetimes,
along with the very complex form taken by CTC, do not allow
humans to master every technique of every domain. The corollary
is the growing specialization of the domains of expertise of
individuals.3

Following on in this vein, it is conceivable that technical exper-
tise in some domains can be lost because of epidemics that pri-
marily affect the experts involved in these domains. The
problem is that the surviving individuals might have developed
very little expertise in these domains – perhaps because of their
idiosyncratic historical trajectories, which have led them to
become experts in other (not necessarily technical) domains.
The consequence is that these surviving individuals may be
unable to re-develop the lost techniques because their acquisi-
tion/discovery falls far beyond the survivors’ zone of proximal
development in the corresponding domain. The technical poten-
tial of these survivors can nevertheless enable them to re-master
the lost techniques if experts from the technical domain in ques-
tion visit and help them to reincorporate these techniques. This

example corresponds to the Polar Inuit example provided by
Miu et al. as a counterargument to our approach. However, as
explained here, the technical-reasoning hypothesis of CTC offers
an interesting alternative for explaining such phenomena, and one
which anchored in a more cognitive and developmental
framework.

R6. What the elephant brain tells us about CTC

As stated in section R3, one of the strengths of our approach is to
include a consideration of the literature on cognitive science in our
attempt to understand the origins of CTC. This integrative
approach also appears to be fruitful to address some concerns
raised in several commentaries. Let us start with the question of
why we did not use the more generic term “causal cognition/
understanding” instead of technical reasoning (Gabora & Smith;
Gärdenfors et al.;Weinstein & Baldwin). This distinction was ini-
tially made on the grounds that technical reasoning is thought to be
not only causal but also analogical (sect. 2.1). As stressed, even if
some nonhuman animals – including tool-using species – may
exhibit signs of causal understanding, evidence is still needed con-
cerning the analogical component (for a similar view, see Rutz &
Hunt; Taylor & Jelbert). In other words, the terms causal cogni-
tion/understanding and technical reasoning cannot be used inter-
changeably. Gabora and Smith and Gärdenfors et al. also argue that
causal cognition refers to a domain-general ability allowing
humans to reason not only about the physical world but also
about the social world. In other words, the emergence of this ability
could have led to the joint development of human technical-
reasoning and theory-of-mind skills. We agree that theory-of-mind
skills are fundamental for inferring how our conspecifics may
behave based on our knowledge of their guessed hidden mental
states. This is a form of causal reasoning: “I think that Emily has
put on makeup because she wants to be beautiful for the prom.”
Nevertheless, the fact that technical reasoning and theory of
mind are two forms of causal reasoning does not mean that they
are supported by the same neurocognitive processes. The former
is based on knowledge about the mechanical actions that can be
performed in the physical world. The latter is based on knowledge
about the hidden mental states that humans can possess. This dis-
tinction is well illustrated by Crespi, who discussed the difference
between mechanistic cognition and mentalistic cognition on the
basis of the literature on the autism spectrum. A large body of evi-
dence also comes from the neuroscientific literature, which has
repeatedly confirmed that technical-reasoning and theory-of-mind
skills involve distinct neural networks: the area PF within the left
inferior parietal lobe (see sect. 2.1) and the dorsomedial prefrontal
cortex, temporoparietal junction, and anterior temporal cortex,
respectively (e.g., see Van Overwalle & Baetens 2009; see also
Spunt & Lieberman 2012 for a distinction between the two net-
works in the same study). Technical reasoning is impaired in
patients with apraxia of tool use (Osiurak & Rossetti 2017),
whereas theory-of-mind disorders are commonly observed in
most psychiatric disorders. It is therefore not viable for a neurosci-
entist to consider that technical reasoning and theory of mind are
two manifestations of the same ability.

Another point concerns our discussion on reverse engineering.
We focused on the case where an individual knows the function of
a tool and has to reason about how it can be used or built (pure
reverse engineering). Hernik suggests that we might be “right in
pointing to the role of naïve mechanical principles in these pro-
cesses” (p. 29). However, as Hernik stresses, we did not elaborate
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on the opposite case, that is, where an individual has to infer the
conventional function of an artifact (e.g., a hammer) she or he has
never seen before (hereafter called teleofunctional inference). As a
matter of fact, we have already discussed this aspect and corrob-
orated Hernik’s hypothesis that humans might solve teleofunc-
tional inference situations by using a kind of “teleological
reasoning” (see Osiurak 2017; Osiurak & Badets 2016; Osiurak
et al. 2008). In the case of reverse engineering, individuals
know the function (i.e., the goal) of the tool in question. The
task is to infer the potential technical means allowing them to
use or make the tool. This task is very close to novel tool-use
tasks in which participants have to find out how to use or
make novel tools to solve mechanical problems (see sect. 2.1). It
is not possible to consider that familiar tool-use tasks (e.g.,
using a hammer with a nail) correspond to reverse engineering
because the participants already know the tools. This is why
this task is called familiar. Nevertheless, familiar tool-use tasks
can become novel tool-use tasks if the individual does not
know the tools. This is the case of patients with semantic
disorders (e.g., semantic dementia) after damage to the anterior
temporal cortex. These patients can be unable to name or describe
the conventional use of familiar tools. Interestingly, these patients
perform relatively well in novel tool-use tasks, as well as in famil-
iar tool-use tasks, when both the tool and the object are presented
(e.g., Baumard et al. 2016; Hodges et al. 2000; Lesourd et al. 2016;
Osiurak et al. 2008; Silveri & Ciccarelli 2009). These findings con-
trast with those obtained in patients with lesions to the left infe-
rior parietal lobe (i.e., the neural basis of technical reasoning),
who can be severely impaired on both familiar and novel tool-use
tasks (see sect. 2.1). In sum, these findings demonstrate that tech-
nical reasoning is critical to reverse engineering.

The question is how these patients with semantic disorders
behave when they are presented with a single familiar tool (i.e., tele-
ofunctional inference). In this case, the evidence indicates that they
experience great difficulties in demonstrating the conventional use
(see Hodges et al. 2000; Osiurak et al. 2008; Sirigu et al. 1991).
Nevertheless, their behavior still seems to be driven by their spared
technical-reasoning skills, leading them, for instance, to use a
screwdriver as a gimlet (see Osiurak et al. 2008). In other words,
the degradation of knowledge about the social usages of familiar
tools and objects prevents them from performing the “teleological
reasoning” highlighted by Hernik, but not from making use of
technical reasoning to find a potential use for the tool, and this
search for technical means remains a necessary component of tele-
ofunctional inference. As mentioned above, these patients have
lesions to the anterior temporal cortex, a brain area involved in
the neural network involved in theory of mind (see above). This
explains why they can present theory-of-mind impairments
(Duval et al. 2012; Irish et al. 2014). Taken together, these findings
extend the discussion initiated by Hernik, by suggesting that tele-
ological reasoning might be specifically involved in teleofunctional
inference but not in reverse engineering. However, these findings
also indicate that technical reasoning remains necessary in both.
Therefore, this leads us to assume, contrary to Hernik, that the
structure underpinning technical reasoning is critical for the pro-
gressive emergence of CTC, even if teleological reasoning (proba-
bly based on theory-of-mind skills/functional knowledge) might
have helped boost it later during evolution.

Moll et al. also address the question of the role of technical rea-
soning in teleofunctional inference situations. They reported a
small study they conducted, in which they presented participants
with an olive/cherry pitter (an artifact also used by Humphreys

2001 to elaborate on his theory of affordances). This is a very unfa-
miliar tool which is useful for removing stones. They found that
only one of the 21 adults they met was able to find the correct con-
ventional use of this tool. ForMoll et al., this demonstrates the clear
limits of the technical-reasoning hypothesis of CTC and particu-
larly the link we draw between technical reasoning and reverse
engineering. Again, as stressed above, this statement seems to be
anchored in an omniscient view of technical reasoning which we
do not support. However, as rightly stressed by Hernik, this is
not a proper case of reverse engineering, but rather of teleofunc-
tional inference. Consequently, as discussed immediately above,
technical reasoning is not sufficient to infer the conventional use
of a tool that an individual has never seen before. Instead, if Moll
et al. wished to conduct another small study, they could present
their participants with a real reverse-engineering condition by asking
them how to use this tool with an olive or a cherry, or simply by pro-
posing both the tool and the olive/cherry. In this case, we predict that
most of the participants would be able to find the solution.

Motes-Rodrigo et al. hold that we “might be wrong in assum-
ing that [working memory] only allows for storing mechanical
actions… [working memory] could allow for combinations of
mechanical actions – there might be no need to assume separate
technical reasoning skills” (p. 36; for a similar point, see Gabora
& Smith). Working memory is commonly defined as a system
devoted to allocating a limited pool of attentional resources to
the simultaneous maintenance and processing of information
(Barrouillet et al. 2011; Plancher & Barrouillet 2020). In line
with this, we agree with Motes-Rodrigo et al. that working mem-
ory provides the attentional resources needed for the manipula-
tion of mental representations in the short term. However,
contrary to what they argue, working memory does not, strictly
speaking, manipulate/process these mental representations. Let
us illustrate this point with an example from the technical
domain, namely the making of a simple spear. If an individual
intends to plan the full sequence of mechanical actions required
to make a simple spear, she or he will face the challenge of solving
a series of technical problems. For instance, Problem A is to make
something pointed enough to go through the prey. Solution A can
be to make a pointed stone. Problem B is to transform a stone into
a pointed stone. Solution B is to use a hammerstone, and so on.
Note that the generation of some solutions can place constraints
on the solutions produced subsequently, or even create new prob-
lems (e.g., the shape and size of the shaft of the spear have to be
adapted to the point to connect them together). As detailed in
sect. 2.4, each of these problems is solved through technical rea-
soning. Working memory is useful here for allocating attentional
resources to the maintenance and processing of information (e.g.,
maintaining Solution A although solving/processing Problem B).
The allocation of these resources can quickly become a complex
task if the sequence increases and if the different technical prob-
lems are interconnected (e.g., solving/processing Problem D,
which is based on the maintenance of Solutions A, B, and C).
This example clearly illustrates that the role of working memory
is not to “manipulate” or “process” information, strictly speaking,
but rather to allow other cognitive processes to manipulate infor-
mation that does not yet exist in the environment. The corollary is
that technical reasoning and working memory need to be under-
stood separately because they are based on distinct neurocognitive
processes, contrary to what Motes-Rodrigo et al. suggest. A signif-
icant body of neuropsychological evidence has confirmed that
these two cognitive abilities can be impaired independently (for
a review, see Osiurak 2014).
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As explained in sect. 2.1, our approach is also in line with long-
term working-memory models (for a similar view, Wynn &
Coolidge 2014), which are very instructive for understanding
how expertise can interact with working memory. The challenge
for working memory is to allocate attentional resources to both
the maintenance and processing of information. In this frame,
if less resources are devoted to processing information, then
more resources can be assigned to the maintenance of informa-
tion. Experts are characterized by their ability to process informa-
tion more quickly in their domain of expertise. The corollary is
that an expert, say, in a specific technical domain (e.g., weapon-
making) will be able to solve each of the technical problems raised
by the making of a simple spear more quickly. Therefore, she or
he will have more attentional resources available to maintain the
different technical solutions generated and, as a result, be able to
progress further in the task and undertake full planning. By con-
trast, the cost of processing will be higher for a non-expert, lead-
ing her or him to have less attentional resources available for
maintenance. The consequence is that she or he will have to
engage in partial planning, by progressing in the task based on
environmental feedback and trial and error. This is an instance
of reasoned trial and error, with behavior being driven by a num-
ber of technical solutions generated through technical reasoning
(but not all the technical solutions required to complete the
task). Gabora and Smith stressed that, strictly speaking, trial
and error cannot be reasoned. We hope that this clarification
will make it easier to understand that trial and error can also be
reasoned (see also Vaesen 2012). More importantly, they also
claim that our approach to “working memory contradicts decades
of research on the psychology of creativity” (p. 25). We partly
disagree with this critique. The interaction of expertise with work-
ing memory as described above implies that an expert in a specific
domain will be able to manipulate a greater number of items of
information in the short term and, thus, generate more suitable
and novel ideas than a non-expert. This conception of creativity
is perfectly consistent with some studies on creativity that has
demonstrated that the degree of expertise (i.e., the amount of
knowledge) in a specific domain is an important prerequisite
for creativity (e.g., Simonton 2000; for further discussion on
this aspect, see also footnote 7). In other words, our approach
to working memory does not contradict the whole body of psy-
chological literature on creativity.

R7. On the origins of the elephant

The culture-gene coevolutionary approach assumes that culture
has shaped the human genome by driving the evolution of both
our bodies and brains (e.g., Laland et al. 2010). In this approach,
the focus has mainly been on the adaptation of social cognitive
skills (e.g., see Chudek & Henrich 2011), as also suggested by
the cultural niche hypothesis (Boyd et al. 2011), which is akin
to this approach. Our approach is consistent with this, although
it differs by suggesting that culture (but not CTC) could also
have favored the emergence of non-social cognitive skills, such
as technical reasoning. We would like to elaborate on this point
and this will also give us the opportunity to discuss the idea
that our “account is evolutionarily impossible, as it assumes that
ancestral hominins must have made a giant cognitive leap to
evolve modern technical reasoning skills before cumulative cul-
ture could get off the ground. O&R provide no suggestions as
to what selective pressures might drive the evolution of technical
reasoning in ancestral populations” (Thornton et al.; p. 43).

First of all, we do not consider that culture or any other form
of cultural evolution originates in technical reasoning (for a sim-
ilar viewpoint, see Claidière). The technical-reasoning hypothesis
of CTC is consistent with the assumption that some specific social
conditions (i.e., gregariousness and social tolerance) are the pre-
requisites for the emergence of social learning and, a fortiori, cul-
ture (see sect. R2). It is precisely in such a context that technical
reasoning, in concert with “simple” forms of social learning, can
lead to signs of CTC. This does not imply that all the cognitive
components of technical reasoning have evolved spontaneously
and that some of them are not shared with other species.
Evidence clearly indicates that nonhuman animals can show
causal understanding of the physical world (see sect. 2.1). Some
specific components, such as the analogical component, could
have nevertheless emerged in our human ancestors, making tech-
nical reasoning unique to our lineage (i.e., no giant cognitive leap
as claimed by Thornton et al.). The reason for this emergence
does not concern survival, strictly speaking (e.g., see Toth
1985). Instead, these components could have been selected
because they conferred an adaptive advantage in terms of food
acquisition or protection, putting pressure on the other species
(a proposal very similar to the cognitive niche hypothesis).4

Paleoneurological studies could be carried out to test whether
our human ancestors possessed the parietal structure underlying
technical reasoning (i.e., the area PF within the left inferior pari-
etal lobe), as suggested by Gruber. In addition, our approach pos-
its that the development of CTC could have generated a
technology-rich environment made up of more and more com-
plex and “opaque” tools,5 which could have favored – among
other things (see Claidière) – the selection of specific social cog-
nitive skills (i.e., theory of mind) which are useful for increasing
social transmission. On this point, the technical-reasoning
hypothesis of CTC is in line with the culture-gene approach
and the cultural niche hypothesis. Indeed, it also provides a
good way to reconcile the cognitive niche and the cultural niche
hypothesis: Culture→Non-social cognitive skills (technical
reasoning)→Signs of CTC→Social cognitive skills (theory of
mind)→Complex forms of CTC.

Taylor and Jelbert and Rutz and Hunt emphasize that the
signs of CTC can also be observed in New Caledonian crows, a
species known for its causal-understanding skills. A recent
study also reported that New Caledonian crows can improve
their tool-making behavior by means of situations very close to
reverse engineering (Jelbert et al. 2018). However, evidence also
shows that they can benefit from “simple” but not from more
complex forms of social learning (Logan et al. 2016). In broad
terms, as stressed by these commentators, these findings confirm
the idea that signs of CTC can emerge from the interaction
between non-social cognitive skills and “simple” forms of social
learning, partly corroborating our approach. We say “partly”
because they also challenge this. Indeed, one of our key assump-
tions is that signs of CTC should be observed only in species
equipped with technical-reasoning skills, particularly humans.
Even if we can elaborate on the fact that New Caledonian crows
might not possess all the cognitive components of technical rea-
soning (notably the analogical component), it remains that
these findings imply that CTC may occur even with less elaborate
forms of “physical understanding.” Therefore, resolving this dis-
crepancy should lead to some fascinating future research dedi-
cated to exploring this aspect. In the meantime, we have to
acknowledge that these findings do not validate some of our
predictions.
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R8. Is the elephant too micro?

In the target article, we discussed in detail – perhaps too much
detail – the results obtained from micro-society experiments
and particularly those that used reverse-engineering conditions.
We also mentioned that experiments of this kind suffer from
the limitation that they do not reflect how technical transmission
occurs in everyday life (sect. 5), a limitation also stressed by
O’Brien & Bentley. We acknowledge that this could have created
another mis/overinterpretation of our approach, consisting of
thinking that human ancestors could have shown signs of CTC
on the basis of reverse engineering alone (for related concerns,
see Derex & Boyd; Thornton et al.). In fact, the technical-
reasoning hypothesis of CTC assumes that human ancestors
could have developed CTC on the basis of reverse engineering
and other “simple” forms of social learning (e.g., observation).
Nevertheless, reverse-engineering conditions are very instructive
because they allow us to test without ambiguity whether CTC
can emerge without complex social learning. We hope that this
clarification will help to correct this mis/overinterpretation.

The methodology employed in all our published studies using
micro-society paradigms consisted of performing additional test-
ing to assess certain participants’ cognitive skills to link them to
the performance reported in the chains (e.g., Osiurak et al.
2016). This methodology was informative in indicating that learn-
ers’ technical-reasoning skills are systematically the better predic-
tor of cumulative performance, a key finding for our approach.
We also assessed theory-of-mind skills by using two tasks,
namely, the Comic Strip task and the Reading-the-Mind-in-the
Eyes task. Weinstein and Baldwin argue that this methodological
choice can explain why we did not find any link between
theory-of-mind skills and cumulative performance in our micro-
society experiments. We agree that theory of mind is a complex
cognitive ability with many different facets (Quesque & Rossetti,
in press). We also appreciate Weinstein and Baldwin’s argument
that an absence of a statistical link between cumulative perfor-
mance and theory-of-mind skills as assessed with these two
tasks does not imply that this link does not exist, particularly if
these tasks are not appropriate for assessing theory of mind.
Nevertheless, an important finding is that we obtained such a
link in a communication condition in which the participants sat
on two chairs back-to-back so that they could only communicate
verbally (Osiurak et al. 2020a). As detailed in sect. 3.3, our
approach specifically predicts this link in this condition. In
broad terms, this result provides strong support for our approach
and also confirms that our methodological choice was appropri-
ate. It should also be noted that, as pointed out by Weinstein
and Baldwin, we know that the Reading-the-Mind-in-the Eyes
task can be subject to ceiling effects. This explains why we pro-
posed a modified version with a time limit of 3 min, allowing
us to obtain very sensitive measures even with a population of
undergraduate students.

R9. Elephant…action!

The technical-reasoning hypothesis was initially developed in the
field of neuropsychology to account for tool-use disorders
observed in apraxic patients. This hypothesis is an alternative to
the long-standing hypothesis that tool use is only based on spe-
cific tool-use motor programs (see sect. 2.1). This has generated
an intense debate in the field, which has led us to discuss in
more detail the interaction between technical reasoning and the

motor-control system. Some commentaries echo this debate
(Houkes & Vaesen; Lockman, Tamis-LeMonda, & Adolph
[Lockman et al.]; Motes-Rodrigo et al.; Robertson).

The technical-reasoning hypothesis assumes that technical rea-
soning and the motor-control system are orthogonal processes
which have evolved to solve distinct problems. The former gener-
ates potential mechanical actions to solve technical problems. The
latter selects the most appropriate motor actions to realize the
mechanical actions generated through technical reasoning.6

Therefore, technical reasoning is concerned with the understand-
ing of mechanical actions, whereas the motor-control system is
concerned with the perception of affordances (Osiurak & Badets
2016; Osiurak et al. 2010; 2017). We define affordances as animal-
relative biomechanical properties specifying action possibilities
within a body-centered frame of reference (Osiurak et al. 2017).
Affordances differ from mechanical actions because mechanical
actions are not body-centered but environment-centered. It is
one thing to perceive that a knife is grasp-able (i.e., a relationship
between the biomechanical property of a given individual and an
environmental object) and another to understand that this knife
can be useful to cut a tomato (i.e., a relationship between the
physical properties of the knife and the tomato). Lockman
et al. state that our description of the motor-control system places
exaggerated emphasis on the “executive component” of this sys-
tem and neglects the “explorative component.” We strongly
agree with this statement in that the motor-control system can
also be involved in the exploration of the physical world to extract
information useful for both the perception of affordances and the
understanding of mechanical actions. We recently elaborated in
more detail on this point (Osiurak et al. 2020b).

Robertson holds that our approach needs compelling evidence
to demonstrate that mechanical knowledge is not a “dispositional
competence” but a kind of “conceptual, propositional knowl-
edge.” For him, we “over-intellectualize” the cognitive activity
involved in skilled tool practices. Robertson’s approach seems to
be anchored in an embodied cognition view, as illustrated by
his reference to procedural knowledge, a concept close to that
of tool-use motor programs. His view is relatively consistent –
perhaps paradoxically – with the classical distinction between
declarative memory and procedural memory, which implies that
knowledge is necessarily declarative or “propositional.” The fact
is that we have never stated that mechanical knowledge is declar-
ative or propositional (sect. 2.1). It is a specific form of knowledge
based on an implicit understanding of the physical world which is
difficult to make explicit. The corollary is that mechanical knowl-
edge is also not a kind of procedural knowledge based on sensor-
imotor information as suggested by Robertson. We have already
gathered a large body of evidence in favor of this view (for
reviews, e.g., Osiurak & Badets 2016; Osiurak & Heinke 2018).
One of our most compelling arguments is that apraxic patients
with tool-use disorders can be impaired not only when asked to
use familiar tools, but also when they have to use or make
novel tools to solve mechanical problems (see sect. 2.1 and
Fig. 2). This finding cannot be interpreted as a deficit of “proce-
dural knowledge” or “tool-use motor programs” because the
impairment concerns both the selection of appropriate tools
and the realization of the appropriate mechanical action. In
other words, the evidence seems to contradict the “under”-
intellectualized approach to tool use advocated by Robertson.

In the target article, we presented evidence indicating that imi-
tation is not unique to humans and can also be observed in
“two-action” paradigms proposed to nonhumans such as
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chimpanzees (e.g., Horner et al. 2006). Motes-Rodrigo et al.
claim that these studies do not really demonstrate that chimpan-
zees can imitate. For instance, they cite the study of Tennie et al.
(2010) who presented chimpanzees with a floating peanut task in
three conditions. In the full-model condition, chimpanzees could
observe a conspecific solving the task by spitting water into the
tube. In the “emulation” condition, a human experimenter poured
water into the tube. In the baseline condition, there was no dem-
onstration. They found that chimpanzees in the full-model and
“emulation” conditions outperformed those in the baseline condi-
tion. However, no difference was reported between these two
experimental conditions. Although these findings are interesting,
they are unfortunately based on a null result. We acknowledge
that this null result nevertheless questions the idea that imitation
can be found in nonhumans. Nevertheless, as discussed in sect.
2.4, it appears more viable theoretically to explore imitative skills
by placing the focus on the mechanical level instead of the motor
level, as proposed in the “two-action” paradigm.

R10. Conclusion

Similar to any theory, the approach developed in the target article
is necessarily incomplete, and, as all scientists are, we are well
aware of this. Theories are attempts to organize a collection of
findings in a coherent way to offer a satisfying answer to a ques-
tion, until another theory provides a more satisfying one. Our the-
oretical approach is no more and no less than such an attempt. In
this regard, we are also aware of some points raised by commen-
tators that pose a great challenge to our approach. We agree that
our approach to human cultural evolution is too narrow. We
focused on cumulative technological culture, whereas human cul-
ture is not only technological, but also, for instance, mathemati-
cal, artistic or linguistic (Miu et al.; Thornton et al.; Whiten).
Of course, we made it clear that our scope was limited to this spe-
cific domain. Nevertheless, this limitation could have led us to
ignore important aspects that could deeply change our approach.
Further work is needed to determine whether this is the case.

We also acknowledge that some findings do not confirm our
key assumptions, such as the presence of signs of CTC in New
Caledonian crows (sect. R7; Rutz & Hunt; Taylor & Jelbert).
Other commentators have also stressed that nonhumans might
possess cognitive components of technical reasoning (e.g., transfer
skills), contrary to what we have assumed (Boesch; Whiten). In
this respect, we agree that our theoretical approach needs addi-
tional attention to determine whether these findings clearly con-
tradict it. Whiten raised the question of why chimpanzees do not
show overimitation in the same way that children or adults do, a
finding that could rule out the idea that humans alone possess
technical-reasoning skills (see also Thornton et al.). As explained
in sect. 4.4, this phenomenon seems to be reported only when
children interact with adults, but not with other children. In
other words, it is not inconsistent with the idea that children
could already possess a certain level of technical reasoning allow-
ing them to detect what is or is not relevant (according to their
own level of mechanical knowledge) in the mechanical actions
observed. Nevertheless, the development of metacognitive/
theory-of-mind skills could lead them to “blanket-copy” individ-
uals who appear to them as more reliable sources.7 Regardless, we
agree that empirical effort is needed here to explore this
possibility.

To conclude, we would like to address Boesch’s skepticism
toward the scientific nature of our approach. What is science?

Science does not consist of collecting evidence. This is because
of the simple fact that there is no evidence, strictly speaking,
but only interpretations of what might constitute evidence. In
this context, advances can also come from understanding how sci-
entists think and interpret data to overcome epistemological
obstacles. Boesch’s commentary is instructive in this way because
he seems to impute incorrect motives to our approach. We did not
assume that humans are superior by suggesting that they might
possess unique non-social cognitive skills. Considering that, say,
dolphins or birds possess unique adaptations to hydrodynamical
or aerodynamical constraints does not amount to considering that
dolphins or birds are superior. We are not ideological, and we did
not perpetuate “the simple trick to make humans look superior”
(p. 20; Boesch), because, quite simply, we do not view human
cognition as superior. Instead, our approach is scientific because
it provides an original framework which is intended to overcome
a potential epistemological obstacle that consists of thinking that
CTC necessarily originates in social cognitive skills. We are con-
vinced that such an alternative approach can be fruitful in provid-
ing a reinterpretation of the data collected on the topic. We have
already discussed this viewpoint in the different rounds of review-
ing we went through with Boesch before publishing our target
article. Regardless, this commentary nicely illustrates that CTC
is a fascinating phenomenon that needs much more discussion
to reconcile the different viewpoints without, nevertheless, imput-
ing incorrect motives to other researchers.

Notes

1 We acknowledge that we did not mention these important prerequisites in
the target article, which could have led some commentators to misinterpret
our approach.
2 The concept of strategy implies that the decision is made by the individual
and not imposed by the environment. For instance, in the context of CTC, this
would consist of opting for social learning instead of asocial learning. Derex
and Boyd claim that individuals have to follow such strategies to allocate
their time and effort efficiently. To support their claim, they cited the study
of Beck et al. (2011), which demonstrated that children can experience difficul-
ties in acquiring a tool-making technique by themselves, but not after social
demonstration. The question is whether this study really supports their
claim. In this study, the children did not decide to follow the social demonstra-
tion instead of addressing the problem themselves. The social demonstration
was imposed by the experimenter.
3 Miu et al. pointed out that CTC changes the nature of the technical prob-
lems that must be solved, thereby opening up new niches with new technical
problems. We fully agree with them and would like to add that this also helps
increase the number of techniques discovered and, as a result, reduces the pos-
sibility that an individual may, in her or his lifetime, master all the techniques
of a given domain and, even less so, multiple domains.
4 As mentioned in sect. 5, we adopted a Lorentzian view in assuming that our
“motivation” to solve technical problems comes first and foremost from the
very ability to solve technical problems. Therefore, even if the pride hypothesis
developed by Tracy is very original, allowing us to build an interesting bridge
with the social-learning strategies discussed in sect. 4, this hypothesis cannot
explain the origins of human materiality stricto sensu.
5 Gruber discusses several studies reporting the acquisition of “opaque” tool-
making through social learning in nonhuman primates (e.g., Gruber et al.
2009). According to him, these findings contradict the idea that opacity is
the key driver of CTC in humans as suggested by Csibra and Gergely (2009)
and, to a lesser extent, by our approach. It is true that we posited that the com-
plexification of tools and their increasing opacity could have favored the emer-
gence of theory-of-mind skills in human ancestors, thereby facilitating social
transmission, a perspective similar to that of Csibra and Gergely (2009).
However, this implies that the tool repertoire is relatively large and also
includes many “opaque” tools. In other words, the observation of some
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instances of opaque tools acquired through social learning does not contradict
our approach.
6 In this framework, performing, for instance, a “rotating”motor action to use
a screwdriver does not imply that the “rotating” mechanical action involving
the screwdriver is not “too far above the level of motor action” (Houkes &
Vaesen, p. 30). This tool-use situation makes it necessary to solve two distinct
problems, the first being to determine how to drive the screw with the screw-
driver (technical reasoning) and the second to determine which motor action
is the most appropriate to do so (motor-control system). Simply, the fact that
the realization of the mechanical action imposes a motor action that is very
similar can create the illusion that the knowledge of how to use a screwdriver
is sensorimotor or procedural.
7 In a way, the interaction described here between technical-reasoning and
theory-of-mind skills is consistent with the mechanistic versus mentalistic cog-
nition distinction proposed by Crespi.
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